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Abstract—The use of Mixed Integer Programming (MIP) within the electric industry is increasing. Many US ISOs are testing and planning to use MIP in the near future or they are already using MIP. There are various MIP formulations published for generation unit commitment with little consensus as to which formulation is preferred. In particular, various valid inequalities are used to model the minimum up and down time constraints for generation unit commitment. In this paper, we first discuss valid inequalities and facet defining valid inequalities. We then present and compare these previously published valid inequalities and we demonstrate why certain valid inequalities dominate other valid inequalities. We also present previously published facet defining valid inequalities.
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I. INTRODUCTION

Generation unit commitment is a well-known, difficult problem to solve within the electric industry. There are various proposed ways to solve generation unit commitment problems [1], [2], and [3]. Within this paper, we focus on the use of Mixed Integer Programming (MIP) to solve the generation unit commitment problem. This research focuses on how to better formulate the problem.

The use of MIP within the electric industry is growing. Recently, PJM switched from a Lagrangian Relaxation (LR) approach to a MIP approach for their generation unit commitment software [4] and for their real-time market look-ahead [5]. These changes are estimated to save PJM over 150 million dollars per year [4], [5], and [6]. CAISO is planning on switching from LR to MIP as well; they estimate the savings to be in the millions [7]. Furthermore, most US ISOs are testing and planning to switch to MIP in the near future [8].

Published in 2005, [9] discusses the tradeoffs between LR and MIP for PJM and a recent presentation, [10], discusses the implementation of MIP in PJM. There also have been improvements in MIP software. In particular, CPLEX has shown improvements: [8] provides an overview of how CPLEX has progressed over the years for basic generation unit commitment models.

With this increased use of MIP within the electric industry, it is important to have a sound understanding of mixed integer programming. LR is commonly taught within power engineering classrooms today with little mention of MIP even as many ISOs are in the process of changing from LR to MIP [8].

With this increased emphasis on MIP for generation unit commitment, we analyze various published valid inequalities used within generation unit commitment models. In particular, the minimum up and down time constraints are one key complicating source within the generation unit commitment problem. For this reason, we investigate the use of valid inequalities and facets for the minimum up and down time constraints as these inequalities help improve the computational time and the lower bound associated with the generation unit commitment problem. In depth analysis of the inequalities used in generation unit commitment formulations has not been an emphasis in the past. With the advances in MIP and with ISOs switching to MIP, it is now more advantageous to understand which valid inequalities are preferred. We do not present our own, novel valid inequalities for the generation unit commitment problem; rather, our purpose of this research is to present, analyze, and discuss these previously published valid inequalities.

The paper is organized as follows. Section II discusses valid inequalities, facets, the convex hull, and a brief overview of the generation unit commitment problem; we also discuss and present facet defining valid inequalities for the generation unit commitment problem. In section III, we present previously published valid inequalities used to model the minimum up and down time constraints and we analyze these various valid inequalities in order to determine which valid inequalities are preferred. Section IV provides a discussion on possible future work and section V concludes this paper.

II. VALID INEQUALITIES WITHIN GENERATION UNIT COMMITMENT FORMULATIONS

Generation unit commitment is a well-known, difficult problem to solve within the electric industry. For this reason, it is important to examine ways to reduce the computational complexity of the problem. Within this section, we provide a
A brief overview of valid inequalities and generation unit commitment; we also compare the different valid inequalities that have been proposed for the minimum up and down time constraints.

A. Valid Inequalities, Facets, and the Convex Hull

Mixed integer programs can be enhanced by applying cuts, i.e. constraints, to the problem. It is a common misconception that adding additional constraints only complicates an optimization problem. The purpose of applying valid inequalities, or cuts, is to "cut off" integer infeasible solutions that are feasible solutions within the LP relaxed problem of the MIP without cutting off feasible integer solutions. The LP relaxed problem is the problem where the integrality constraints of the MIP problem are relaxed. Applying these cuts can provide a tighter, better lower bound (i.e. for minimization problems this approach can increase the LP relaxed optimal solution), reduce the number of branch and bound nodes required to be searched, and it can improve the computational time.

Facets are a special type of valid inequality and they can be used to produce the convex hull of the MIP. The convex hull is the minimal convex set that contains all feasible points to the MIP. Facets are the valid inequalities that define this minimal convex set.

By relaxing the integrality constraints within a MIP, the problem can be solved by linear programming (LP). However, the optimal solution to this relaxed problem is generally not integer feasible, i.e. it is not a feasible solution to the actual MIP problem. The important property with convex hulls is that every extreme point solution of the convex hull is a feasible solution to the MIP. Consequently, the convex hull of a MIP problem can be solved by LP and the resulting LP optimal solution will be the optimal solution to the MIP problem.

Valid inequalities can be compared numerically by comparing the solutions to the LP relaxation, the number of branch and bound nodes, and the CPU time. Another way to test the strength of a valid inequality is to determine its dimensional face. Let X define the feasible region of the MIP problem. A valid inequality is said to be an s-dimensional face for X if there exist s+1 affinely independent points in X that satisfy the valid inequality when the valid inequality is set as an equality constraint rather than an inequality constraint. If $X \in \mathbb{R}^n$, an n-1 dimensional face is called a facet. Valid inequalities that are higher dimensional faces are preferred. Valid inequalities can also be compared based on whether one inequality dominates another. We discuss the strengths of these valid inequalities in section III by seeing which inequalities dominate other inequalities, see [11] for further discussion on faces, dimensions of faces, valid inequalities, and the convex hull.

B. Generation Unit Commitment Overview

Generators have startup costs, minimum operating levels, minimum up and down times, etc and these characteristics require binary variables so that they can be properly modeled. There is a binary, unit commitment variable, $u_{g,t}$, that takes on a value of one (zero) when the unit is on (off). Every unit is assumed to have a startup cost; therefore, there is a startup binary variable, $v_{g,t}$. When the unit is turned on during period t, this variable takes on a value of one; otherwise, the startup variable’s value is zero.

Even if shutdown costs are not included in the optimization problem, it may be advantageous to include shutdown variables. The shutdown binary variable, $w$, can actually be treated as a continuous variable since, by the constraints that are set within the model, its final value will always be binary once the unit commitment, $u$ variables are determined. The same is the case for the startup, $v$ variable as you can relax the integrality constraint since the variable will take on a binary value. Thus, the $u$ variables are modeled as binary variables while the $v$ and $w$ variables are continuous variables with a lower bound of zero and an upper bound of one. Adding additional binary variables usually adds to the complexity of the problem. Since the shutdown variable can be modeled as continuous and it is helpful within some of the inequalities, we include it. By incorporating the shutdown variable, we have the relationship defined in (1). The use of this constraint can be found in papers that were published over forty years ago, [12]

$$v_{g,t} - w_{g,t} = u_{g,t} - u_{g,t-1}, \quad \forall g,t .$$

C. Minimum Up/Down Polytopes and Facet Defining Valid Inequalities

Two papers investigated and proved that they have determined facet defining valid inequalities for particular projections of the generation unit commitment problem. [13] defines the alternating up/down inequalities, which are facets for the polytope of the minimum up and down time constraints. This polytope is a projection of the $u$ variables from the generation unit commitment problem. [13] did not consider startup or shutdown costs so they did not incorporate the startup and shutdown variables. To define the alternating up inequalities, first choose a set of 2k+1 indices over the interval [1,...,T] such that (2) and (3) hold. Call this set $\Omega$. For the alternating down inequalities, the set of indices must satisfy (2) and (4). Let this set be listed as $\Omega$. Based on these sets of indices, the alternating up inequalities are defined by (5) and the alternating down inequalities are defined by (6)

$$\phi(1) < \psi(1) < \phi(2) < \psi(2) < \ldots < \phi(k) < \psi(k) < \phi(k + 1)$$

$$\phi(k + 1) - \phi(1) \leq UT_g$$

$$\phi(k + 1) - \phi(1) \leq DT_g$$

$$\sum_{j=1}^{k+1} u_{g,\phi(j)} + \sum_{j=1}^{k} u_{g,\psi(j)} \leq 0, \quad \forall g,\Omega_g$$

$$\sum_{j=1}^{k+1} u_{g,\phi(j)} - \sum_{j=1}^{k} u_{g,\psi(j)} \leq 1, \quad \forall g,\Omega_g .$$

[14] examined the polytope of the minimum up and down time constraints assuming there are startup and shutdown costs. They define the turn on/off inequalities, which are facets

---

1 A bounded polyhedron is called a polytope.
for the projection of the \( u \) and \( v \) variables from the generation unit commitment problem. \cite{14} also proved that these inequalities dominate, i.e. they are stronger valid inequalities, the alternating up/down facet defining inequalities from \cite{13}, for the generation unit commitment problem with startup and shutdown costs. The turn on/off inequalities, along with other trivial, facet defining inequalities produce the convex hull of this projection of variables \( u \) and \( v \). The set of facets in \cite{13} produce the convex hull of a projection of the generation unit commitment problem; they do not produce the convex hull of the entire generation unit commitment problem.

The turn on/off inequalities are defined by \cite{7} and \cite{8}. By using \cite{1}, \cite{7} and \cite{8} can be re-written into \cite{7a} and \cite{8a}. This can be useful in case someone has only startup (shutdown) costs and prefers to only use startup (shutdown) variables. Equations \cite{7} and \cite{8} are not repeated for all periods but for the periods \( t \in \{UT, ..., T\} \) and \( t \in \{DT, ..., T\} \) because \cite{14} proved that the remaining inequalities are dominated by \cite{7} and \cite{8}.

\[
\sum_{q=UT_{q_1}}^{t} v_{g,t} \leq u_{g,t}, \forall g,t \in \{UT_g, ..., T\}, (7)
\]

\[
\sum_{q=UT_{q_1}}^{t} w_{g,t} \leq 1 - u_{g,t}, \forall g,t \in \{DT_g, ..., T\}, (8)
\]

\[
\sum_{q=UT_{q_1}}^{t} w_{g,t} \leq u_{g,t-UT_{q_1}}, \forall g,t \in \{UT_g, ..., T\}, (7a)
\]

\[
\sum_{q=UT_{q_1}}^{t} v_{g,t} \leq 1 - u_{g,t-UT_{q_1}}, \forall g,t \in \{DT_g, ..., T\}. (8a)
\]

### III. Analyzing Valid Inequalities Used for Min Up and Down Time Constraints

It is common to model the startup and shutdown variable as

\[
v_{g,t} \geq u_{g,t} - u_{g,t-1}, \forall g,t \quad (9)
\]

\[
w_{g,t} \geq u_{g,t-1} - u_{g,t}, \forall g,t \quad (10)
\]

\cite{14} showed that \cite{9} is a facet for the projection of variables \( u \) and \( v \) from the generation unit commitment problem. By introducing \( w \) and \( (1) \) into the optimization formulation, it can be easily shown that \cite{9} and \cite{10} are dominated by \cite{1}. Equation \cite{1} can be written as a greater than or equal to constraint and a less than or equal to constraint. The greater than or equal to constraint can then be re-written as \cite{1a} and the less than or equal to constraint can be re-written as \cite{1b}

\[
v_{g,t} \geq u_{g,t} - u_{g,t-1} + w_{g,t}, \forall g,t \quad (1a)
\]

\[
w_{g,t} \geq u_{g,t-1} - u_{g,t} + v_{g,t}, \forall g,t \quad (1b)
\]

Since both \( w \) and \( v \) are always non-negative, it is evident that \cite{1a} and \cite{1b} dominate \cite{9} and \cite{10} respectively, i.e. \cite{1} dominates both \cite{9} and \cite{10}. Since \cite{1a} is the same as \cite{9} with the exception of the addition of \( w \), a non-negative variable, on the right hand side, the value of \( v \) from \cite{1a} will always satisfy \cite{9} but not vice versa, thereby demonstrating why \cite{1a} dominates \cite{9}. Similarly, it is easy to see that \cite{1b} dominates \cite{10}. When the integrality constraints are relaxed, any solution that satisfies \cite{1} will be satisfied by \cite{9} and \cite{10} but there may be solutions that are satisfied by \cite{9} and \cite{10} that violate \cite{1}. Since these inequalities are all valid, \cite{1a} and \cite{1b} are stronger valid inequalities than \cite{9} and \cite{10}, i.e. \cite{1a} dominates \cite{9} and \cite{10} as the relaxed feasible region with \cite{1} is tighter than with \cite{9} and \cite{10}.

Since a generator cannot be turned on and turned off during the same period, another inequality that is commonly used, see \cite{15} and \cite{16}, is

\[
v_{g,t} + w_{g,t} \leq 1, \forall g,t . (11)
\]

However, it is easy to see that this inequality, \cite{11}, is dominated by other valid inequalities. The startup variable can never take on a value of one unless the unit commitment variable has a value of one during the same period. Likewise, the startup variable does not have a value of one unless the previous period the unit commitment variable has a value of zero. These two simple logic statements produce \cite{12} and \cite{13}; by similar logic, it is easy to produce \cite{14} and \cite{15} for the shutdown variable

\[
v_{g,t} \leq u_{g,t}, \forall g,t \quad (12)
\]

\[
w_{g,t} \leq 1 - u_{g,t-1}, \forall g,t \quad (13)
\]

\[
w_{g,t} \leq u_{g,t-1} - u_{g,t}, \forall g,t \quad (14)
\]

Adding \cite{12} and \cite{15} together or adding \cite{13} and \cite{14} together will produce \cite{11}. This clearly demonstrates that \cite{11} is dominated by these stronger valid inequalities as whatever is satisfied by \cite{12}-\cite{15} will be satisfied by \cite{11} but not vice versa. However, \cite{7} clearly dominates \cite{12}, \cite{14} dominates \cite{13}, \cite{7a} dominates \cite{14}, and \cite{8} dominates \cite{15}. Thus, by no surprise, the facets defined in \cite{14} dominate \cite{11}.

\cite{17} and \cite{18} provide the valid inequalities \cite{18} and \cite{19} as ways to enforce the minimum up and down time constraints. The equations state that once the generator is turned on (off) in period \( t \), the following \( u \) variables corresponding to the minimum up (down) time constraint must be equal to one (zero) as well

\[
\tau_{g,t} \in \{t + 1, \ldots, \min(t + UT_{g}, T)\}, \forall g,t \quad (16)
\]

\[
\tau_{g,t} \in \{t + 1, \ldots, \min(t + DT_{g}, T)\}, \forall g,t \quad (17)
\]

\[
u_{g,t} - u_{g,t-1} \leq u_{g,\tau_{g,t}}, \forall g, \tau_{g,t}, t \quad (18)
\]

\[
u_{g,t-1} - u_{g,t} \leq 1 - u_{g,\tau_{g,t}}, \forall g, \tau_{g,t}, t \quad (19)
\]
[17] does not include startup or shutdown costs so there is no need to include the startup and shutdown variables. For generation unit commitment problems that do include these variables, it is preferred to modify (18) and (19) as shown below by (18a) and (19a). First, it is essential that (18a) and (19a) are still valid inequalities to the generation unit commitment problem. This is easily verified since v and w will take on the exact same value as the left hand sides of (18a) and (19a) respectively when the unit commitment variables are integers. The reason (18a) and (19a) are preferred is due to the fact that they cut off integer infeasible solutions that are feasible for the relaxed problem, i.e. the unit commitment problem with all integrality constraints relaxed. This can be seen by (1a) and (1b); v and w can both have non-integer values when the unit commitment variables are not binary. By (1a) and (1b), it is clear that, for such a situation, v and w are then larger than the left hand sides of (18) and (19) respectively. Since (18a) and (19a) are still valid inequalities, it is therefore preferable to use them over (18) and (19) for problems with startup and shutdown variables. Note that we have updated \( \bar{T} \) and \( \bar{v} \) to include t within (16a) and (17a) as this is permissible since the left hand side of (18a) and (19a) now include v and w

\[
\begin{align*}
\tau_{g,t} &\in \left\{ \ldots, \min(t + UT_g - 1, T) \right\}, \forall g,t \quad (16a) \\
\tau_{g,t} &\in \left\{ \ldots, \min(t + DT_g - 1, T) \right\}, \forall g,t \quad (17a) \\
v_{g,t} &\leq u_{g,\tau_{g,t}}, \forall g, \tau_{g,t}, t \quad (18a) \\
w_{g,t} &\leq 1 - u_{g,\tau_{g,t}}, \forall g, \tau_{g,t}, t \quad (19a)
\end{align*}
\]

Similar to (18a) and (19a), one can determine the valid inequalities that are listed by (22) and (23). Equation (18a) states that the unit commitment variable must take on a value of one for the periods defined by \( \tau \) when \( v \) takes on a value of one for period \( t \). This enforces the minimum up time constraint. Using similar logic, we have (22), which states that the unit commitment variable must take on a value of one for the periods defined by \( \bar{\tau} \) if the \( w \) has a value of one for period \( t \). Likewise, we can see how (23) is another way to enforce the minimum down time constraints. When \( v \) has a value of one for period \( t \), then the unit must be off for at least the previous \( DT \) periods

\[
\begin{align*}
\tau_{g,t} &\in \left\{ \ldots, \min(t - UT_g, 1) \right\}, \forall g,t \quad (20) \\
\tau_{g,t} &\in \left\{ \ldots, \min(t - DT_g, 1) \right\}, \forall g,t \quad (21a) \\
v_{g,t} &\leq u_{g,\tau_{g,t}}, \forall g, \tau_{g,t}, t \quad (22) \\
v_{g,t} &\leq u_{g,\tau_{g,t}}, \forall g, \tau_{g,t}, t \quad (23)
\end{align*}
\]

These equations, (16a)-(23), can be rewritten as (24)-(31). The left hand side of (26) can be summed from \( t - UT + 1 \) to \( t \), i.e. for all values of \( \bar{T} \), and this sum would still be \( \leq t \). This is still a valid inequality because there can never be more than one \( v \) variable that has a value of one over any \( UT \) consecutive periods. In addition, any time that the \( u \) variable has a value of one, there must be exactly one \( v \) variable that has a value of one over the last \( UT \) periods. By summing up only the left hand side of (26) over \( \bar{T} \), we reproduce (7). Likewise, one can easily create (8) from (27), (7a) from (30), and (8a) from (31). This demonstrates where the facet defining valid inequalities come from and it also demonstrates that (16)-(31) are dominated by them

\[
\begin{align*}
\tau_{g,t} &\in \left\{ \max(t - UT_g, 1), \ldots, t \right\}, \forall g,t \quad (24) \\
\tau_{g,t} &\in \left\{ \max(t - DT_g, 1), \ldots, t \right\}, \forall g,t \quad (25) \\
v_{g,\tau_{g,t}} &\leq u_{g,\tau_{g,t}}, \forall g, \tau_{g,t}, t \quad (26) \\
w_{g,\tau_{g,t}} &\leq 1 - u_{g,\tau_{g,t}}, \forall g, \tau_{g,t}, t \quad (27) \\
\bar{\tau}_{g,t} &\in \left\{ \max(t - UT_g, 1), \ldots, t \right\}, \forall g,t \quad (28) \\
\bar{\tau}_{g,t} &\in \left\{ \max(t - DT_g, 1), \ldots, t \right\}, \forall g,t \quad (29) \\
w_{g,\bar{\tau}_{g,t}} &\leq u_{g,UT_g} - \bar{T}, \forall g, \bar{\tau}_{g,t}, t \quad (30) \\
v_{g,\bar{\tau}_{g,t}} &\leq 1 - u_{g,DT_g} - \bar{T}, \forall g, \bar{\tau}_{g,t}, t \quad (31)
\end{align*}
\]

There are many different ways to write the minimum up and down time constraints, [15] and [16] use (32) and (33) to enforce the minimum up and down time constraints

\[
\begin{align*}
\min(t + UT_g - 1, T) &\leq \sum_{q=t+1} w_{g,q} \leq 1, \forall g,t \quad (32) \\
\min(t + DT_g - 1, T) &\leq \sum_{q=t+1} v_{g,q} \leq 1, \forall g,t \quad (33)
\end{align*}
\]

The first noticeable fact is that (32) and (33) are dominated by (32a) and (33a). This is verified by the fact that \( v \) and \( w \) cannot have a value of one at the same time, as stated by the valid inequality (11). Therefore, there is no reason to have the index of the sum, \( q \), start at \( t + 1 \) rather than having it start at \( t \). As a result, (32a) and (33a) cut off integer infeasible solutions, which are feasible for the relaxed problem, that are not cut off by (32) and (33); therefore, (32a) and (33a) are preferred over (32) and (33)

\[
\begin{align*}
\min(t + UT_g - 1, T) &\leq \sum_{q=t} w_{g,q} \leq 1, \forall g,t \quad (32a) \\
\min(t + DT_g - 1, T) &\leq \sum_{q=t} v_{g,q} \leq 1, \forall g,t \quad (33a)
\end{align*}
\]

Seeing that (32a) and (33a) dominate (32) and (33) respectively is straightforward. However, it is possible to further improve these valid inequalities. If \( v \) takes on a value of one for period \( t \), it cannot take on a value of one again until on or after period \( t + DT + UT \). The exact same is true for \( w \). Both \( v \) and \( w \) must be zero for at least \( DT + UT - 1 \) periods immediately following a period where it has a value of one.
Therefore, the index for (32) and (33) should not begin at \( t+1 \) but rather the index can begin at \( t-DT + 1 \) for (32) and \( t-UT + 1 \) for (33). This gives us the valid inequalities defined by (32b) and (33b) below

\[
v_{g,t} + \sum_{q = \max(t-DT + 1,1)}^{\min(t+UT - 1, T)} w_{g,q} \leq 1, \quad \forall g,t \quad (32b)\\
w_{g,t} + \sum_{q = \max(t-UT + 1,1)}^{\min(t+DT - 1, T)} v_{g,q} \leq 1, \quad \forall g,t \quad (33b)
\]

A simple proof to see that (32b) and (33b) are still valid inequalities is to use (1) to replace \( w \) in (32b) and replace \( v \) in (33b). Expanding these equations, you can obtain (32b.1) and (33b.1). It is then easy to see that they each become the sum of two of the facet defining valid inequalities listed by (7)-(8a) once the index for the parts in parentheses are adjusted. Thus, these are valid inequalities and they are obviously dominated by the facet defining valid inequalities presented in [14]. We have shown how the published valid inequalities listed by (32) and (33) can be easily enhanced and we have demonstrated that they are indeed dominated by the facets defined within [14]

\[
\sum_{q = t-DT + 1}^{t+UT - 1} v_{g,q} + \left( \sum_{q = t-DT + 1}^{t+UT - 1} v_{g,q} \right) \leq 1 - u_{t-DT} + \left( 1 - u_{t-DT} \right) \quad \forall g,t \quad (32b.1)\\
\sum_{q = t-UT + 1}^{t+DT - 1} w_{g,q} + \left( \sum_{q = t-UT + 1}^{t+DT - 1} w_{g,q} \right) \leq 1 - u_{t-UT} + \left( 1 - u_{t-UT} \right) \quad \forall g,t \quad (33b.1)
\]

There are other ways of modeling the minimum up and down time constraints, see [19] and [20]; these methods use big M values, i.e. they use a large multiplier. Big M values are known to complicate MIPs and it is often preferred to avoid using big M values if possible. Considering that we have these facet defining valid inequalities, these inequalities are preferred over these methods that use big M values.

We are now able to formulate the generation unit commitment problem with the preferred valid inequalities. Equation (1) is used to define the relationship between the startup, the shutdown, and the unit commitment variables. It is preferred to use (1) over (9) and (10) for the reasons previously discussed. The facet defining valid inequalities (7) and (8) are the preferred valid inequalities to model the minimum up and down time constraints as they have been shown to dominate the other valid inequalities. The only other constraints to be included are the lower and upper bound constraints for the variables. These constraints are listed below

\[
v_{g,t} - w_{g,t} = u_{g,t} - u_{g,t-1}, \quad \forall g,t \quad (1)\\
\sum_{q = t-UT + 1}^{t+UT - 1} v_{g,q} \leq u_{g,t}, \quad \forall g,t \in \{ UT_g, ..., T \} \quad (7)\\
\sum_{q = t-DT + 1}^{t+DT - 1} w_{g,q} \leq 1 - u_{g,t}, \quad \forall g,t \in \{ DT_g, ..., T \} \quad (8)
\]

\[
0 \leq v_{g,t} \leq 1, \quad \forall g,t \quad (34)\\
0 \leq w_{g,t} \leq 1, \quad \forall g,t \quad (35)\\
u_{g,t} \in \{0,1\}, \quad \forall g,t \quad (36)
\]

IV. FUTURE WORK

Generation unit commitment is a challenging MIP problem by itself. The motivation of this research is to assist our research on another topic, optimal transmission switching [21]-[24] and, in particular, [25]. Optimal transmission switching introduces binary variables to represent the state of the transmission elements. Our current research, [25], focuses on determining the benefits when co-optimizing both generator commitment schedules and the topology of the network. Combining these two difficult MIP problems together is challenging, thereby requiring us to examine the valid inequalities that are used within the generation unit commitment formulation in order to improve the computational time of the problem. We are currently testing the various valid inequalities discussed within this paper on the RTS 96 model, [26] and [27].

V. CONCLUSIONS

Many ISOs have switched or will be switching over to MIP for generation unit commitment models in the near future. This increases the need to properly understand and analyze the techniques used in MIP. Valid inequalities are commonly used in MIP to improve solution times and lower bounds. These improvements are especially crucial due to the difficulty of generation unit commitment problems.

Within this paper, we provide an overview of valid inequalities and generation unit commitment; we also compare different valid inequalities that have been published and used for the minimum up and down time constraints. We have shown how to analyze these valid inequalities and we have shown how some of these published valid inequalities can be easily enhanced.
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