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Abstract—The power systems state estimation problem computes the set of complex voltage phasors given quadratic measurements using nonlinear least squares (NLS). This is a nonconvex optimization problem, so even in the absence of measurement errors, local search algorithms like Newton / Gauss–Newton can become “stuck” at local minima, which correspond to nonsensical estimations. In this paper, we observe that local minima cease to be an issue as redundant measurements are added. Posing state estimation as an instance of the quadratic recovery problem, we derive a bound for the distance between the true solution and the nearest spurious local minimum. We use the bound to show that spurious local minima of the nonconvex least squares objective become far-away from the true solution with the addition of redundant information.

I. INTRODUCTION

In power systems, state estimation is the problem of recovering the underlying system voltage phasors, given possibly inaccurate SCADA (supervisory control and data acquisition) measurements, which are typically real and reactive power line flows and power injections, and voltage phasor amplitudes [2]. State estimation proves situational awareness by allowing the system operator to monitor and assess the condition of the power system at any given instant; and if needed, take action. Operators use state estimation to identify anomalous system conditions, to dispatch generation, and to avoid stability and thermal limits [3]. These functions are poised to become even more important as the penetration of wind and solar generation increases, due to the inherent variability and uncertainty of such resources [4].

On the other hand, a lack of situational awareness—particularly in observing the voltage phasor angles over a wide area—has been cited as a significant cause to a number of blackouts [5], [6]. A post-mortem analysis of the August 2003 Northeast blackout revealed that the voltage phasor angle difference between Cleveland and Michigan had been slowly diverging for nearly an hour before the start of the actual blackout [7]. Had the real-time state estimation been in service during the event, the operators would have had warning of the impending problem and an opportunity to take remedial action [8].

A. State estimation via nonlinear least squares

Nonlinear least squares (NLS) for state estimation as originally suggested by Schweppe [2], [9] remains the most common approach to this day. Given an N-bus power system, we define the voltage phasors \(z\) as \(z \in \mathbb{C}^N\). Then the state estimation problem is the problem of recovering \(z\) given a set of SCADA measurements \(b_1, \ldots, b_m \in \mathbb{R}\), where each \(i\)-th measurement

\[
b_i = f_i(z) + \epsilon_i \quad \text{where} \quad f_i(z) = z^* M_i z
\]

is the sum of a known “measurement” function \(f_i(\cdot)\) and an unknown measurement noise \(\epsilon_i\). (Here, \(z^*\) denotes the Hermitian conjugate of the vector \(z\), and \(M_i = M_i^*\) is a complex Hermitian matrix.) If the noises \(\epsilon_1, \ldots, \epsilon_m\) are selected independently and identically from the zero-mean normal distribution with variances \(1/w_1, \ldots, 1/w_m\), then the maximum likelihood estimator for \(z\) is the minimizer of the weighted nonlinear least squares problem

\[
\minimize_{u \in \mathbb{C}^N} \frac{1}{2} \sum_{i=1}^m w_i[f_i(u) - b_i]^2. \quad \text{(SEP)}
\]

Starting from an initial guess \(u^0 \in \mathbb{C}^N\), solving \(\text{SEP}\) using the Gauss–Newton method with a polar parameterization of \(u\) yields the classic Schweppe algorithm [9]. Convergence can be guaranteed (under mild assumptions) by adjusting the Gauss–Newton step sizes using backtracking line search, or by adopting a trust-region strategy, as in the Levenberg–Marquardt algorithm; see e.g. [10, Sec.10.3]. Schweppe’s method solves the static, AC formulation of the power system state estimation problem, which we will simply refer to as “state estimation” for brevity. Other formulations of the problem also exist, though these are not widely used in practice. For example, the so-called static “DC” formulation [11] linearizes the relationship between voltage and power, thereby making the resulting least squares problem convex and easy to solve. However, DC estimation is accurate only within a near-linear region of the underlying nonlinear model; and any inaccuracies can be greatly exacerbated in the presence of bad measurements and/or large modeling errors. Also, dynamic formulations of state estimation [12] assume that the voltage phasors are somewhat slowly-varying with time, so that past information may be used to inform future estimations. In reality, voltage phasors can change rapidly, and dynamic estimators can be susceptible to spurious estimations during transient events, like the tripping of a line or the loss of a generator.
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B. Spurious estimates

Existing software for state estimation based on nonlinear least squares can produce spurious, nonsensical estimations, particularly during unusual or emergency conditions when accurate estimates are needed the most. When this occurs, the conventional wisdom is to conclude that the estimation has been unduly biased by “bad data” [13]–[16], meaning that some of the measurements may have noise variances considerably larger than expected. The influence of bad data can be reduced by reweighing the measurements according to their reliability; considerable work exists on the problem of iteratively refining these weights to improve the estimates [13]. [15], [16] Sec.7.

However, it is possible to obtain spurious estimates even in the absence of measurement noise, due to the nonconvexity of (SEP). The maximum likelihood estimator is defined to be the global minimizer, but only first-order critical points (and second-order local minima) can be found in a reasonable amount of time using conventional algorithms. Indeed, several of Karp’s 21 NP-complete problems can be posed as the global minimization of (SEP), so perfect state estimation without spurious estimates must be NP-hard in the worst case.

Recently, phase measurement units (PMUs) have been introduced into power systems, allowing for direct measurements of phase angles associated with bus voltage phasors. However, PMUs do not alleviate the quadratic nonconvexity inherent in (SEP), so spurious estimates are still possible. The state estimation problem with PMU measurements remains NP-hard.

C. Main results

This paper is motivated by a surprising observation: using a sufficiently large number of redundant, noise-free measurements, convergence to the global minimizer almost always occurs, even when the initial guess is not particularly close to the true solution. To put in another way, redundant measurements make the nonlinear least squares problem more convex.

Our main results seek to offer a theoretical explanation for this observation. State estimation (with a rectangular parameterization) is a specific instance of a nonconvex least squares problem over quadratic measurements, which we refer to as quadratic recovery. In Section III-A, we show that the nonconvex quadratic recovery problem becomes “effectively” strongly-convex within a neighborhood of the true solution (Theorem 4). If an initial point can be chosen to lie within the neighborhood, then gradient descent (taking sufficiently small steps) is guaranteed to converge onto the global solution.

In practice, state estimation is commonly performed using a polar parameterization. In Section III-B, we show that the critical points associated with the rectangular parameterization have a one-to-one correspondence with the critical points associated with the polar parameterization (Theorem 6). We also derive a lower-bound on the Euclidean radius of this neighborhood (Theorem 7). Using the bound, we show in Section IV that critical points of the nonconvex least squares objective become increasingly far-away from the true solution with the addition of redundant information.

D. Related work

State estimation is an instance of quadratic recovery, a class of problems that is ubiquitous in statistical and machine learning, with applications in matrix completion, matrix sensing, phase retrieval, and quadratic equations. While quadratic recovery is NP-hard in the worst-case, a line of seminal results from the 2000s [17]–[19] showed that it can be often solved to global optimality using an approach known as convexification. The essential idea is to relax the nonconvex problem into a convex problem on a higher dimension, and to solve the resulting convex problem using a local search algorithm. For the state estimation problem, the convexification approach is well-known [20] and has been shown by Madani et al. [21] and later Zhang et al. [22] to enjoy a number of global optimality guarantees. The primary disadvantage of convexification is its heavy computational and memory requirements, though these can be somewhat reduced using chordal decomposition [23], [24] and large-scale first-order optimization algorithms like ADMM [25].

Nevertheless, the local optimization approach to quadratic recovery has remained highly popular, despite the apparent risk of getting stuck at a spurious critical point. A line of results developed for the matrix completion and matrix sensing problems have found that, given a sufficiently large number of random measurements (i.e. with matrices $M_1, \ldots, M_m$ random), the objective function in (SEP) admits no spurious local minima [26], [27]. Indeed, our Theorem 4 can be viewed as a generalization of a result by Sun and Luo [28] to deterministic measurements. It is interesting to note that these theoretical results all arrive at a similar conclusion—the nonconvex problem (SEP) can be made more convex by introducing a sufficiently large amount of redundant information. In this regard, state estimation is not a special case.

Finally, there is substantial literature on the spurious solutions of the power flow equations, which can be viewed as state estimation in which the number of measurements $m$ is set to equal the number of degrees of freedom $n$. In this special case, spurious solutions exist because the equations are ambiguous: every power equation admits a correct “high-voltage” solution and at least one spurious “low-voltage” solution [29], [30]. A recent line of work establishes a neighborhood around the true “high-voltage” power flow solution that contains no spurious “low-voltage” solutions [31]–[33]. From the state estimation perspective, however, both the “high-voltage” and “low-voltage” solutions would be considered globally optimal, as they would all set the quadratic objective in (SEP) to zero. In this paper, we focus on a separate and orthogonal issue: the presence of spurious critical points that are locally optimal but not globally optimal.

Notation

Upper-case letters denote matrices and lower-case letters denote vectors and scalars. Subscripts are used for element-wise indexing. The superscript “$T$” refers to the transpose, and the superscript “$*$” refers to the Hermitian transpose.

The sets $\mathbb{R}$ and $\mathbb{C}$ are the real and complex numbers. We write $i = \sqrt{-1}$ as the imaginary unit. Given a complex number
z ∈ ℂ, we use Re z and Im z to refer to its real and imaginary parts, and |z| to refer to its modulus. Given a vector $x \in \mathbb{R}^n$ or $x \in \mathbb{C}^n$, the norm notation $\|x\|$ refers to its Euclidean norm, i.e., $\|x\|^2 = \sum_{i=1}^{n} |x_i|^2$.

The sets $\mathbb{S}^n$ and $\mathbb{H}^n$ are the $n \times n$ real symmetric and complex Hermitian matrices. Given a matrix $X \in \mathbb{S}^n$ or $X \in \mathbb{H}^n$, we use $X \succeq 0$ and $X \succ 0$ to mean that the matrix $X$ is positive semidefinite and positive definite respectively. We use $\lambda_{\max}(X)$ and $\lambda_{\min}(X)$ to refer to its most positive and least positive eigenvalues (or in the case that $X \succeq 0$, the largest and smallest eigenvalues). Given a compatible $Y$, we use $X \succeq Y$ and $X \succ Y$ to mean $X - Y \succeq 0$ and $X - Y \succ 0$ respectively.

For an arbitrary matrix $M \in \mathbb{R}^{m \times n}$ or $M \in \mathbb{C}^{m \times n}$, the norms $\|M\|$ and $\|M\|_F$ refer to the spectral norm and the Frobenius norm respectively, i.e. $\|M\| = \max\{\|Mv\| : \|v\| = 1\}$ and $\|M\|_F^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} |M_{i,j}|^2$.

II. CRITICAL POINTS IN STATE ESTIMATION

Even in the absence of measurement noise, state estimation can produce spurious estimations, due to the nonconvexity of the underlying least squares problem. In this section, we review the classical formulation for the state estimation problem in power systems. We give explicit examples of spurious estimations from first-order critical points on a simple two-bus example.

A. SCADA measurements as quadratics

In state estimation, the classical SCADA measurements of nodal and branch powers, and voltage magnitudes, can all be posed in the quadratic form shown in (1). Let us illustrate this on an $N$-bus power system. Writing the vector of voltage phasors as $z \in \mathbb{C}^N$ and the $j$-th column of the size-$N$ identity matrix as $e_j$, the current phasor flowing from the $i$-th bus to the $j$-th bus is

$$c_{i,j} = Y_{i,j} (z_i - z_j) = [Y_{i,j} (e_i - e_j)]^T z,$$

where $Y_{i,j} \in \mathbb{C}$ is the admittance of the corresponding line or transformer. The current injection at the $i$-th bus is the total current flowing from the node, which comprises a shunt-current together with current flows to the neighboring buses $N(i)$, as in

$$c_i = \left[ Y_i e_i + \sum_{j \in N(i)} Y_{i,j} (e_i - e_j) \right]^T z,$$

where $Y_i$ is the corresponding shunt-admittance at bus $i$. It is straightforward to see that any voltage magnitude measurement is a quadratic measurement

$$z_i^* z_i = z^* (e_i e_i^T) z.$$

Given that power is the product of voltage and current, and that the currents are themselves linear to voltage, the power measurements can also be written as quadratics with respect to $z$. For example, the (complex) power consumed at or injected into the $i$-th bus can be written

$$p_i + iq_i = c_i^* z_i = (z^* P_i z) + i(z^* Q_i z),$$

where $P_i = \frac{1}{2} (S_i + S_i^*)$ and $Q_i = \frac{1}{2}(S_i - S_i^*)$ are the Hermitian splitting for

$$S_i = Y_i^* e_i e_i^T + \sum_{j \in N(i)} Y_{i,j}^* (e_i - e_j) e_j^T.$$

Similarly, the power “sent” from the $i$-th bus to the $j$-th bus

$$p_{i \rightarrow j} + iq_{i \rightarrow j} = c_{i \rightarrow j}^* z_i = (z^* P_{i \rightarrow j} z) + i(z^* Q_{i \rightarrow j} z),$$

and the power “received” at the $i$-th bus due to the $j$-th bus

$$p_{j \rightarrow i} + iq_{j \rightarrow i} = c_{j \rightarrow i}^* z_i = (z^* P_{j \rightarrow i} z) + i(z^* Q_{j \rightarrow i} z),$$

can be written as quadratics where $P_{i \rightarrow j} = \frac{1}{2} (S_{i \rightarrow j} + S_{j \rightarrow i}^*)$, $Q_{i \rightarrow j} = \frac{1}{2} (S_{i \rightarrow j} - S_{j \rightarrow i})$ are the Hermitian splitting for

$$S_{i \rightarrow j} = Y_{i,j}^* (e_i - e_j) e_j^T, \quad S_{j \rightarrow i} = Y_{j,i}^* (e_j - e_i) e_i^T.$$

The quadratic nature of these measurement functions makes the least squares problem (SEP) nonconvex.

B. Polar parameterization

It is standard to parameterize each complex voltage phasor candidate into its polar form $v_i = v_i e^{i \theta_i}$. In the absence of measurement noise, this rewrites each measurement equation (1) into

$$f_i(u) = \text{pol}(v_i, \theta) = \begin{bmatrix} v_i e^{i \theta_i} \\ \vdots \\ v_N e^{i \theta_N} \end{bmatrix} M_i \begin{bmatrix} v_i e^{i \theta_i} \\ \vdots \\ v_N e^{i \theta_N} \end{bmatrix} = \begin{bmatrix} v_i e^{i \theta_i} \\ \vdots \\ v_N e^{i \theta_N} \end{bmatrix},$$

and the nonlinear least squares problem (SEP) into an optimization over real variables

$$\min_{\theta \in \mathbb{R}^{N-1}} \frac{1}{2} \sum_{i=1}^{m} w_i [\text{pol}(v_i, \theta) - f_i(z)]^2.$$ (8)

We force the angle of the first element of $u$ to be zero in order to remove the redundancy associated with absolute phase. We do this because the measurements remain identical to remove the redundancy associated with absolute phase. We do this because the measurements remain identical after an absolute phase shift by $\phi \in \{0, 2\pi\}$ radians. Applying the Gauss–Newton method to (8) yields the original Schewppe algorithm (9). Adjusting the step-size using a back-tracking line search guarantees convergence (10) to a first-order optimal point $(\hat{v}, \hat{\theta})$ satisfying

$$\sum_{i=1}^{m} w_i [\text{pol}(\hat{v}, \hat{\theta}) - f_i(z)] \frac{\partial \text{pol}(\hat{v}, \hat{\theta})}{\partial v_1} = 0, \quad \text{for all } j \in \{2, \ldots, N\}.$$ (9)

If the point $(\hat{v}, \hat{\theta})$ sets the residual $\text{pol}(\hat{v}, \hat{\theta}) - f_i(z) = 0$ to zero, then we say that it is globally optimal. The true solution $(\hat{v}, \hat{\theta})$ that satisfies $\hat{v} e^{i \theta} = z_i$ is globally optimal, though other globally optimal solutions may also exist. It is also possible for $(\hat{v}, \hat{\theta})$ to satisfy (9)-(10) without setting the residual to zero. Such a point is a spurious critical point, because it satisfies first-order optimality without being globally optimal.
To estimate \( z \), let us define \( v_1, v_2 \in \mathbb{R} \) as the two voltage magnitude estimates, \( \theta_2 \in (-\pi, \pi] \) as the estimate for the angle of the second bus (keeping the angle of the first bus at zero). Consider making the following four noise-free measurements:

\[
\begin{align*}
    f_1(z) &= z_1^* z_1, \\
    f_2(z) &= \Re\left( (Y_{2,1}^* (z_2 - z_1)^* z_2)^* \right) = p_2, \\
    f_3(z) &= \Im\left( (Y_{2,1}^* (z_2 - z_1)^* z_2)^* \right) = q_2, \\
    f_4(z) &= \Re\left( Y_{1,2} (z_1 - z_2)^* z_1 \right) = p_1,
\end{align*}
\]

defined according to (5)–(7). Using a symbolic algebra toolbox, we discover the following critical points

\[
\begin{bmatrix}
    v_1 \\
    v_2 \\
    \theta_2
\end{bmatrix} \in \left\{ \begin{bmatrix}
    1 \\
    0.829 \\
    -13.2^\circ
\end{bmatrix}, \begin{bmatrix}
    0.870 \\
    0.345 \\
    -35.7^\circ
\end{bmatrix}, \begin{bmatrix}
    0.846 \\
    0.401 \\
    -32.0^\circ
\end{bmatrix}, \begin{bmatrix}
    0
\end{bmatrix} \right\},
\]

that satisfy the condition (9)–(10) for the four measurements specified above. These four critical points have least squares objective values of

\[
\{0, 0.11183, 0.11299, 10.297\}.
\]

The first point is clearly the global minimum, corresponding to the true system state. Sweeping the objective function as in Figure 1 reveals the second critical point to be a local minimum, the third to be a saddle point, and the last (the zero vector) to be a local maximum.

To highlight the hazards of spurious local minima, consider estimating \( v_2 \) and \( \theta_2 \) using nonlinear least squares, while fixing the slack bus at \( v_1 = 1 \). The objective function has contour plot shown in Figure 1(a), and we see two local minima: the true system state at \( v_2 \approx 0.8 \) and \( \theta_2 \approx -10^\circ \), and a spurious estimate at \( v_2 \approx 0.2 \) and \( \theta_2 \approx -40^\circ \). A state estimator based on local refinement could converge to either estimates if the initial guess were set sufficiently close. Both local minima have physically meaningful (but unacceptable) values and small least squares residual values. Indeed, they would be virtually indistinguishable if the measurements were tainted with noise.

In this simple problem, the true system state has a unique, closed-form solution:

\[
\begin{align*}
    z_1 &= \sqrt{f_1(z)}, \\
    \Im z_2 &= \frac{f_2(z) \Im Y_{1,2} + f_3(z) \Re Y_{1,2}}{|Y_{1,2}|^2 z_1}, \\
    \Re z_2 &= \frac{f_4(z)/z_1 + z_1 \Re Y_{1,2} + \Im z_2 \Im Y_{1,2}}{\Re Y_{1,2}}.
\end{align*}
\]

Consequently, our inability to reliably estimate the true system state should be viewed as a shortcoming of the solution approach, rather than a reflection of the inherent “hardness” or “ambiguity” of the underlying estimation problem. For this specific example, the semidefinite relaxation approach of 22 is guaranteed to produce the true system state, even in the presence of some measurement noise.

### III. Local Minima in Quadratic Recovery

In this section, we will consider a more general problem that we call quadratic recovery. Briefly, the problem seeks to
recover a fixed, unknown \( z \in \mathbb{R}^n \), by solving a nonlinear least squares problem
\[
\text{minimize } g(x) = \sum_{i=1}^{m} (x^T A_i x - b_i)^2 \quad \text{(QRP)}
\]
given real symmetric measurement matrices \( A_1, \ldots, A_m \in \mathbb{S}^n \) and noise-free quadratic measurements \( b_1, \ldots, b_m \in \mathbb{R} \) satisfying
\[
b_i \triangleq z^T A_i z.
\]
Many important problems in statistical and machine learning are special instances of (QRP). As we explain in Section III-B below, state estimation is also a special case of (QRP).

Quadratic recovery is a nonconvex optimization problem. Conventional optimization algorithms based on local refinement (including the Newton, Gauss–Newton, gradient descent below, state estimation in Section III-B. We begin with the following definition, which is analogous to the full column rank assumption in linear least squares.

**Definition 1.** There exists a choice of \( y \in \mathbb{R}^m \) such that
\[
\sum_{i=1}^{m} y_i A_i > 0.
\]

Without the assumption, there may exist \( z \neq 0 \) that gives identically zero measurements \( b_i = z^T A_i z = 0 \) without being identically zero. Such a solution lies in the “null-space” of the quadratic measurements; it would be indistinguishable from the zero vector \( x = 0 \), which is also globally optimal for this special case.

**Lemma 1.** Under Assumption 1, there exists an absolute constant \( c > 0 \) such that
\[
\sum_{i=1}^{m} (h^T A_i h)^2 \geq c \|h\|^4
\]
holds for all \( h \in \mathbb{R}^n \).

**Proof:** By the Cauchy–Schwarz inequality we have
\[
\left( \sum_{i=1}^{m} y_i^2 \right) \left( \sum_{i=1}^{m} (h^T A_i h)^2 \right) \geq \left( \sum_{i=1}^{m} y_i h^T A_i h \right)^2 \geq (\gamma \|h\|^2)^2
\]
where \( \gamma = \lambda_{\min} \left( \sum_{i=1}^{m} y_i A_i \right) \). Setting \( c = \gamma^2/\|y\|^2 \) yields the desired bound.

Our core approach is to convert the first- and second-order optimality conditions into matrix inequalities.

**Lemma 2.** Given the solution vector \( z \in \mathbb{R}^n \), define the matrix-valued function \( F \) as the following
\[
F(h) = \left[ \begin{array}{c} z^T \\ h^T \end{array} \right] \left( \sum_{i=1}^{m} A_i h^T A_i \right) \left[ \begin{array}{c} z \\ h \end{array} \right] \geq 0. \quad (11)
\]
Then, the point \( x \in \mathbb{R}^n \) is first-order optimal if it satisfies
\[
2\nabla g(x)^T (x - z) = \begin{bmatrix} 4 & 3 \\ 3 & 2 \end{bmatrix} \cdot F(x - z) = 0,
\]
and second-order optimal if it satisfies
\[
(x - z)^T \nabla^2 g(x) (x - z) = \begin{bmatrix} 2 & 3 \\ 3 & 3 \end{bmatrix} \cdot F(x - z) \geq 0,
\]
where \( X \cdot Y \equiv \text{tr} (X Y) \) is the usual matrix inner product.

Proof: The proof is given in Appendix [A].

Lemma 3. Under Assumption [1] the matrix-valued function \( F \) defined in (11) satisfies \( F(h) = 0 \) if and only if \( h = 0 \).

Proof: If \( h = 0 \), then \( F(h) = 0 \). For the converse, note that the \((2,2)\) block of \( F(h) \) requires \( 0 = \sum_i (h^T A_i h)^2 \geq c\|h\|^4 \) via Lemma [1].

Viewing the first- and second-order optimality conditions (FOC) and (SOC) as linear inequalities (12) and (13) imposed upon a semidefinite matrix variable \( F(x - z) \equiv F \geq 0 \), we use Lagrangian duality to prove that \( F = 0 \) is the only feasible point that satisfies the inequalities. Equivalently, this is to show all first- and second-order optimal choices of \( x \) satisfy \( F(x - z) = 0 \), which under Assumption [1] is precisely \( x = z \).

Theorem 4. Given the symmetric measurement matrices \( A_1, \ldots, A_m \) and the solution vector \( z \in \mathbb{R}^n \), let
\[
\alpha = \min_{\|h\|=1} \frac{\sum_{i=1}^m (z^T A_i h)^2}{\sum_{i=1}^m (h^T A_i h)^2}.
\]

Then, under Assumption [1] we have
\[
\|x - z\|^2 \geq 2\alpha,
\]
for every spurious local minimum \( x \neq z \) satisfying (FOC) and (SOC), and
\[
\|x - z\|^2 \geq \alpha,
\]
for every spurious critical minimum \( x \neq z \) satisfying (FOC).

Proof: If \( x \) lies within the radius \( \|x - z\|^2 \leq \rho \), then it must satisfy
\[
\begin{bmatrix} \rho & 0 \\ 0 & -\alpha \end{bmatrix} \cdot F(x - z) \geq 0
\]
due to (14). Hence, for every local minimum \( x \) satisfying (12), (13), and (15), the following must hold
\[
G_{\rho}(y_1, y_2, y_3) \cdot F(x - z) \leq 0
\]
for all \( y_1 \) and \( y_2 \geq 0, y_3 \geq 0 \), where
\[
G_{\rho}(y_1, y_2, y_3) = y_1 \begin{bmatrix} 4 & 3 \\ 3 & 2 \end{bmatrix} - y_2 \begin{bmatrix} 2 & 3 \\ 3 & 3 \end{bmatrix} - y_3 \begin{bmatrix} \rho & 0 \\ 0 & -\alpha \end{bmatrix}.
\]

Conversely, a choice of \( y_1, y_2, y_3 \) that satisfies
\[
G_{\rho}(y_1, y_2, y_3) \geq 0, \quad y_2 \geq 0, \quad y_3 \geq 0
\]
would certify the inexistence of a spurious local minimum \( x \neq z \) lying within the radius \( \|x - z\|^2 \leq \rho \), because it contradicts (16) for every choice of \( x \) such that \( F(x - z) \neq 0 \), and that under Assumption [1] we have \( F(x - z) = 0 \) if and only if \( x = z \). Computing the largest radius is a quasi-convex maximization
\[
\rho^* = \sup_{y_1, y_2 \geq 0, y_3 \geq 0} \{ \rho : G_{\rho}(y_1, y_2, y_3) = 0 \},
\]
with solution \( \rho^* = 2\alpha \) and \( y_1^* = y_2^* = 1 \) and \( y_3^* = 1/\alpha \). To prove \( \|x - z\|^2 \geq \alpha \) for a spurious critical point \( x \), we repeat the same arguments above but fix \( y_2 = 0 \), and obtain \( \rho^* = \alpha \) and \( y_1^* = 1 \) and \( y_3^* = 1/\alpha \).

Theorem 5. Under the same conditions as Theorem 4 there exists a fixed \( \mu > 0 \) such that
\[
\nabla g(x)^T (x - z) \geq \mu \|x - z\|^2
\]
holds for every \( x \) satisfying \( \|x - z\|^2 \leq \rho < \alpha \).

Proof: Noting that \([3 \ 3] - [\frac{1}{3} \ \alpha] = [3 \ 3] \geq 0\), we have
\[
2\nabla g(x)^T (x - z) = \begin{bmatrix} 4 & 3 \\ 3 & 2 \end{bmatrix} \cdot F(h) \geq \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \cdot F(h)
\]
\[
\geq \sum_{i=1}^m (z^T A_i h)^2 - \sum_{i=1}^m (h^T A_i h)^2,
\]
\[
geq c (\alpha/\|h\|^2 - 1) \|h\|^4.
\]
The third line uses (14) and Lemma [1]. Setting \( \mu = \frac{1}{c} (\alpha - \rho) \) yields the desired bound.

It is helpful to view \( \rho \) as a measure of local strong-convexity for a given instance of (QRP). Within a neighborhood of the solution
\[
B_\alpha = \{ x \in \mathbb{R}^n : \|x - z\|^2 < \alpha \},
\]
the problem is essentially strongly convex. If we define a gradient Lipschitz constant \( L \) for this neighborhood
\[
\|\nabla g(x)\| \leq L \|x - z\| \quad \text{holds for all } x \in B_\alpha,
\]
then gradient descent with the fixed step-size \( t \)
\[
x_{k+1} = x_k - t\nabla g(x_k)
\]
satisfies the following
\[
\|x_{k+1} - z\|^2 = \|x_k - z\|^2 - 2t\nabla g(x_k)^T (x_k - z) + t^2 \|\nabla g(x_k)\|^2,
\]
\[
\leq (1 - 2\mu + L^2 t^2)\|x_k - z\|^2.
\]
Hence, gradient descent is guaranteed to converge to \( z \) starting from an initial point \( x_0 \in B_\alpha \), so long as the step-size is small enough to satisfy \( t < 2\mu/L^2 \).

In one variant of quadratic recovery known as matrix completion, the measurement matrices \( A_1, \ldots, A_m \) are randomly selected to satisfy a version of the restricted isometry property with overwhelming probability
\[
(1 - \delta) \leq \frac{\sum_{i=1}^m (v^T A_i u)^2}{E \sum_{i=1}^m (v^T A_i u)^2} \leq (1 + \delta),
\]
where \( \delta \) is small, and the expectation (denoted by the symbol \( E \)) in the denominator has value
\[
E \left[ \sum_{i=1}^m (v^T A_i u)^2 \right] = \tau \|uv^T + vu^T\|_F^2.
\]
for some $\tau > 0$. Accordingly, we have $\alpha \approx \|z\|^2/2$, so the problem contains no spurious local minima within neighborhood $\|x - z\|^2 \leq \|z\|^2$. Following this result, Ge, Lee and Ma [26] showed that (18) and (19) imply that any local minimum must satisfy $\|x - z\|^2 \leq O(\delta)\|z\|^2$. Since this neighborhood contains no spurious local minima, we must conclude that matrix completion contains no spurious local minima anywhere.

B. Application to state estimation

The rectangular parameterization of state estimation is an instance of quadratic recovery. We write each complex voltage phasor in (SEP) as $u_i = \xi_i + i\eta_i$, and each measurement equation (1) in the absence of measurement noise as

$$f_i(u) = \text{rec}_i(\xi, \eta) = \begin{bmatrix} \xi \\ \eta \end{bmatrix}^T \begin{bmatrix} \text{Re} M_i & -\text{Im} M_i \\ \text{Im} M_i & \text{Re} M_i \end{bmatrix} \begin{bmatrix} \xi \\ \eta \end{bmatrix}. \quad (20)$$

Then, the nonlinear least squares problem (SEP) is written

$$\text{minimize} \quad \frac{1}{2} \sum_{i=1}^{m} w_i |f_i(u)| - f_i(z)|^2, \quad (21)$$

which we immediately recognize as an instance of (QRP), with $n = 2N - 1$ decision variables, and highly sparse data matrices

$$A_i = \sqrt{w_i} \begin{bmatrix} I_N & 0 \\ 0 & 0 \\ 0 & I_{N-1} \end{bmatrix} \begin{bmatrix} \text{Re} M_i & -\text{Im} M_i \\ \text{Im} M_i & \text{Re} M_i \end{bmatrix} \begin{bmatrix} I_N & 0 \\ 0 & 0 \\ 0 & I_{N-1} \end{bmatrix}. \quad (22)$$

At the same time, the critical points associated with the rectangular parameterization have a one-to-one correspondence with the critical points associated with the polar parameterization.

**Theorem 6.** Given an arbitrary $u \in \mathbb{R} \times \mathbb{C}^{N-1}$, define $\xi, \eta$ and $v, \theta$ to satisfy $u = \xi + i\eta = ve^{i\theta}$. Then $(v, \theta)$ is a first-order optimal critical point for the polar parameterization of state estimation (27) if and only if $(\xi, \eta)$ is a first-order optimal critical point for the rectangular parameterization of state estimation (21).

**Proof:** The proof is a straightforward application of the chain rule; it can be found in [1].

Accordingly, we may adopt existing results on the quadratic recovery problem to make conclusions about state estimation in rectangular coordinates. Theorem 6 says that these are one and the same as the critical points for state estimation in the conventional, polar coordinates.

For deterministic choices of $A_1, \ldots, A_m$, the restricted isometry conditions (19) and (18) usually do not hold. In this case, computing $\alpha$ directly via its formula (13) is not much easier than solving (QRP) directly. Instead, we can lower-bound $\alpha$ using a technique from [1].

**Theorem 7.** Let the Hessian matrix $\nabla^2 g(z) = \sum_{i=1}^{m} A_i z z^T A_i$ be positive definite at the solution. Then, we have $\alpha \geq \alpha_{\text{lb}}$, where

$$\alpha_{\text{lb}} \equiv 1/\lambda_{\max} \left[ \sum_{i=1}^{m} A_i \left( \sum_{j=1}^{m} A_j z z^T A_j \right)^{-1} A_i \right]. \quad (22)$$

**Proof:** The proof is given in Appendix B.

In power system state estimation, the matrix $\nabla^2 g(z) = \sum_{i=1}^{m} A_i z z^T A_i$ is known as the gain matrix [47], and is nonsingular (and hence positive definite) if and only if the system is fully observable at state $z$ [47]–[49]. Power system measurements are placed specifically to achieve observability, so the assumption in Theorem 7 is mild and generally satisfied in practice.

When the matrices $A_1, \ldots, A_m$ are highly sparse, the bound $\alpha_{\text{lb}}$ is related to a property of the solution vector $z$ known as incoherence. To explain, suppose that $A_1, \ldots, A_m$ were perfectly sparse, each containing exactly one nonzero element, as in

$$A_i = \beta_i e_k e_k^T, \quad i \in \{1, \ldots, m\},$$

where $k_i \in \{1, \ldots, n\}$ is the column/row number of the nonzero element, and $\beta_i \neq 0$ is the associated numerical value. (Recall that $e_k$ refers to the k-th column of the size- $n$ identity matrix) Then, so long as the matrix $\sum_{j=1}^{m} A_j z z^T A_j$ is nonsingular, we have

$$\sum_{i=1}^{m} A_i \left( \sum_{j=1}^{m} A_j z z^T A_j \right)^{-1} A_i = n^{-1} z z^T,$$

and hence

$$\alpha_{\text{lb}} = \min_i z_i^2.$$"
become increasing rare and far-away from the true solution with the addition of redundant information.

A. Numerical experiments

Figure 2 illustrates the success rate of quadratic recovery for the IEEE 14-bus and 39-bus systems, using noise-free measurements. Each square represents a single experiment over 100 trials (14-bus) or 20 trials (39-bus), and each trial attempts to solve the rectangular parameterization of (SEP) using the Levenberg–Marquardt algorithm (a trust-region variant of the Gauss–Newton algorithm), starting from a random initial guess. The trial is marked a “success” if the residual norm error \( \| x_0 - z \|_\infty \) of the random initial guess \( x_0 \), which is fixed per experiment. To do this, we chose each \( x_0 \) as follows: (a) select a random direction \( h \in \mathbb{R}^n \) on the \( n + 1 \) dimensional sphere; (b) rescale \( h \) to the desired infinity norm; (c) output \( x_0 = z + h \). The experiments vary row-wise according to the number of measurements \( m \) considered. The first row of experiments have a baseline \( n = 2N - 1 \) measurements that coincide with the underlying powerflow problem. In each subsequent row, redundant measurements are added, one batch at a time, selected uniformly at random from the remaining measurements. We repeat this until reaching the final row, containing all measurements defined earlier in Section II-A.

Let us make a few observations about the results. First, when the number of measurements are small, the success rates rapidly drop to zero as the initial point is pulled further away from the solution. In the special case of \( m \approx n \), the success rate is nonzero, even when the initial point is far from the solution. Upon closer examination, however, we find that the solution algorithm is not actually converging to the true solution \( z \), but alternative solutions to the power flow equations.

As more redundant measurements are added, the success rates generally improve, although this is not guaranteed. Indeed, in the case of the 39-bus problem at around \( m \approx 1.5n \), the success rates actually worsen once new measurements have been introduced. Also, some measurements seem to affect the success rate more than others. In particular, the measurements added at \( m/n \approx 2, 2.5 \) and 4 for the 14-bus problem and \( m/n \approx 1.5, 2, 2.5 \) for the 39-bus problem appear to have the most effect.

Finally, with many redundant measurements, the success rates climb dramatically to 100%. Despite the apparent non-convexity, local optimization always converges to the true global optimum. We always recover the true system state \( z \).

B. Comparison with theory

In Section III, we showed that there is an “essentially strongly-convex” neighborhood surrounding the true solution \( z \) that contains no spurious critical points. If an initial point can be chosen to lie within the neighborhood, then gradient descent (taking sufficiently small steps) is guaranteed to converge onto
the global solution. In Theorem 7 we derived a lower-bound \( \alpha_{lb} \) on the size of this neighborhood.

As redundant measurements are added, our numerical results in the previous section suggests that the “essentially strongly-convex” neighborhood should generally become bigger. Any spurious critical point must become increasingly far-away from the solution. To confirm this suspicion, we evaluated \( \alpha_{lb} \) for the examples considered in the previous section. The results, plotted in Figure 7, found that \( \alpha_{lb} \) generally increases with the number of measurements \( m \), though this is not guaranteed. The actual value of \( \alpha_{lb} \) suggests that an initial guess \( x_0 \) accurate to around \( \|x_0 - z\| \approx 0.01 \) should be enough to allow gradient descent to recover the true system state, in spite of any nonconvexity in the problem.

V. DISCUSSION

Overall, our empirical results indicate that spurious critical points in state estimation are made less likely by a diverse array of redundant measurements. Intuitively, it is very difficult for a large number of diverse observations to “conspire together” to point towards a spurious estimation. This intuition has been made precise in two special cases of the quadratic recovery problem—matrix completion and matrix sensing [26, 27]. State estimation, however, is more complicated due to the presence of structure: the system topology is deterministic, and not all measurements are equally “good”. Generalizing these prior arguments to the structured state estimation problem requires revisiting many mathematical concepts, and is left as future work.

For the most part, power systems are exhaustively measured, with a large number of measurements compared to unknowns. The results in Section V seem to suggest that local convergence is not a significant issue for state estimation on real power systems. However, power system models are imprecise, with modeling errors hovering around 3%, and SCADA measurements are often noisy and spread out over a time interval. Measurement noise may create spurious critical points, though existing results for the matrix sensing problem suggest that these will not lie too far from the global minimum [27]. Another direction of future work is to extend our results in Section IV to the noisy case.

VI. CONCLUSIONS

State estimation is a nonconvex, nonlinear least squares problem, that is NP-hard to solve in the general case. However, given a sufficiently large number of redundant, noise-free measurements, we observe that any local search algorithm is able to converge to the true solution, using an initial guess that is not necessarily close to the solution. In this paper, we develop a lower-bound on the distance between the true solution and the nearest spurious local minimum, and use it to numerically verify that critical points become increasing rare and far-away from the true solution with the addition of redundant information.

Appendix

A. Proof of Lemma 2

For simplicity, we write \( h = x - z \). Then, completing the square yields

\[
\begin{align*}
\nabla g(x)^T h &= \sum_{i=1}^{m} h^T A_i (z + h) (2z + h)^T A_i h \\
&= \text{tr} (z + h)(2z + h)^T \left( \sum_{i=1}^{m} A_i h h^T A_i \right).
\end{align*}
\]

Noting that \( W = W^T \) and \( z^T W h = h^T W z \), we have

\[
2\nabla g(x)^T h = 4z^T W z + 6z^T W h + 2h^T W h
\]

which is precisely (12). Applying the same technique with the same definition of \( W \) to (SOC) yields

\[
\begin{align*}
h^T \nabla^2 g(x) &= \text{tr} [h(2z + h)^T + 2(z + h)(z + h)^T] W \\
&= 2z^T W z + 6z^T W h + 3h^T W h
\end{align*}
\]

which is (13).

B. Proof of Theorem 7

We will establish the following

\[
\frac{\|h\|^2}{\alpha_{lb}} \geq \min_{\rho \geq 0} \left\{ \rho : \rho \sum_i A_i z z^T A_i \geq \sum_i A_i h h^T A_i \right\},
\]

which implies \( \|h\|^2 \sum_i (h^T A_i z)^2 \geq \alpha_{lb} \sum_i (h^T A_i h)^2 \) by multiplying the matrix inequality with \( h h^T \). To do this, we factor \( \sum_i A_i z z^T A_i = UU^T \) into its Cholesky factor \( U \), which is invertible by hypothesis. Then, dividing by \( U \) on the left and \( U^T \) on the right yields

\[
\rho I \geq U^{-1} \sum_i A_i h h^T A_i U^{-T},
\]

and the minimum value of \( \rho \) is

\[
\rho = \lambda_{max} \left[ U^{-1} \left( \sum_{i=1}^{m} A_i h h^T A_i \right) U^{-T} \right]
\]

and

\[
\leq \| U^{-1} A_1 h U^{-1} A_2 h \cdots U^{-1} A_m h \|^2
\]

\[
= \| h^T A_1 U^{-1} A_2 U^{-1} \cdots A_m U^{-1} \|^2
\]

\[
= \| h \|^2 / \alpha_{lb}.
\]
The second line uses the definition of the spectral norm as the largest singular value. The third line uses the Frobenius norm to bound the spectral norm. The fourth line vectorizes the matrix into a vector, while equating the matrix Frobenius norm to bound the 2-norm.
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