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Abstract—Distributed model predictive control (DMPC) has been proven a successful method in regulating the operation of large-scale networks of constrained dynamical systems. This paper is concerned with cooperative DMPC in which the control actions of the systems are derived by the solution of a system-wide optimization problem. To exploit the merits of distributed computation algorithms, we investigate how to approximate this system-wide optimization problem by a number of loosely coupled subproblems. In this context, the main challenge is to design appropriate terminal cost-to-go functions and invariant sets that comply with the coupling pattern of the network. The goal of this paper is to present a unified framework for the synthesis of a terminal distributed controller, cost-to-go function and invariant set based on an existing optimal centralized terminal controller. We construct an objective function for the synthesis problem, which mathematically quantifies the closeness of the given centralized and distributed control systems. This objective function is formulated using the optimizer of a robust optimization problem. Conditions for global Lyapunov stability are imposed in the synthesis problem in a way that allows the terminal cost-to-go function and invariant set to admit the desired distributed structure. We illustrate the effectiveness of the proposed method on a benchmark spring-mass-damper problem.

I. INTRODUCTION

Control of large-scale networks of interacting dynamical systems is an active field of research due to its high impact on real-world applications, e.g., power networks [1] and building districts [2], [3]. Even though the design of a centralized controller to regulate the operation of these networks of systems is often feasible, it is sometimes difficult to practically implement the controller due to computation and communication limitations in the network. In such cases, it is desirable to design interacting local controllers with a prescribed structure which rely only on local information and computational resources. Even though the problem of synthesizing optimal distributed controllers is known NP-hard [4] in its general form, for certain network structures it has been shown to admit either a closed-form solution [5] or an exact convex reformulation [6]. For general network structures, the usual practice is to resort to linear matrix inequality (LMI) relaxations [7], [8] or semidefinite programming (SDP) relaxations [9], [10] to obtain suboptimal distributed controllers with performance guarantees.

A downside of these static distributed controllers is their inability to cope with state and input constraints. Model predictive control (MPC) is an optimization based methodology that is well-suited for constrained systems [11]. Distributed MPC (DMPC) approaches are typically distinguished into non-cooperative [12] and cooperative [13], [14]. In the former, each system considers the effect of neighboring systems as a disturbance in its own dynamics. Though computationally simple and effective in practice, non-cooperative approaches can be conservative in presence of strong coupling. On the other hand, cooperative distributed MPC approaches require substantial communication infrastructure and computation resources since a system-wide MPC problem is formulated and solved using distributed computation algorithms, e.g., the alternating direction method of multipliers (ADMM) [15].

To guarantee stability of the closed-loop system, the MPC approach relies on the existence of a stabilizing static terminal controller that respects the system constraints when operated in a terminal invariant set. The infinite-horizon cost of this terminal controller is captured by an appropriate cost-to-go function [11]. Even if this terminal controller has been designed as to admit a distributed structure, the respective invariant set and cost-to-go function do not necessarily exhibit the same distributed structure since these are constructed based on global Lyapunov stability and invariance concepts. This arbitrary structure for the terminal invariant set and cost-to-go function results in a cooperative DMPC formulation which is not amendable to distributed computation algorithms. Current approaches in the literature deal with this issue by simultaneously designing the terminal controller, cost-to-go function and invariant set. This, however, is only achieved by imposing restrictions during the synthesis phase, e.g., the dynamical coupling of the systems is considered as disturbance [16], [17], or the cost-to-go functions and invariant sets admit a completely decoupled structure [18]. These restrictions go beyond the necessity of simply enforcing a distributed structure on the terminal cost-to-go function and invariant set and may result in suboptimal cooperative DMPC formulations with invariant terminal sets that are small or even empty. In addition, none of these approaches provides performance guarantees and optimality bounds with respect to the optimal centralized design.

Here we present a unified framework for the synthesis of a distributed terminal controller, cost-to-go function and invariant set starting with an existing optimal centralized design. We rely on recent findings of [19] to construct...
an objective function that mathematically quantifies the closeness of the given centralized and distributed control systems. This objective function is formulated using the optimizer of a robust optimization problem, which is solved by reformulating it into a convex program. Global Lyapunov stability conditions are explicitly imposed on the synthesis problem. We use similar theoretical tools as those developed in [20] to express these stability conditions as LMs. The optimization variables associated with the controller parameters are independent of the symmetric matrix that defines a quadratic Lyapunov function used to guarantee stability and approximate the infinite-horizon cost. This allows the terminal cost-to-go function and invariant set to admit the desired distributed structure that is amenable to distributed computation algorithms.

The cooperative DMPC problem is formulated in Section II. The main contributions are presented in Section III, where the techniques associated with the derivation of a distributed terminal controller, cost-to-go function and invariant set based on an existing optimal centralized controller are presented. Section IV provides a numerical study to assess the efficacy of the proposed method.

Notation: The set of real numbers is denoted by $\mathbb{R}$. The symbol $\text{trace}\{W\}$ denotes the trace of a matrix $W$. The notation $I$ refers to the identity matrix of appropriate dimension. The symbol $(\cdot)^T$ denotes transpose. The symbol $\|W\|_2$ is used to denote the 2-norm of $W$. The notation $W \succeq 0$ is used to show that a symmetric matrix $W$ is positive semidefinite. For a set of vectors or matrices $X_i$ where $i \in \mathcal{R} = \{1, 2, ..., r\}$, the operator $[X_i]_{i \in \mathcal{R}}$ takes their column-wise concatenation.

II. PROBLEM FORMULATION

We consider a network of $M$ interacting dynamical systems that may be coupled through their dynamics. For each system $i \in \mathcal{M} = \{1, \ldots, M\}$, we denote by $\mathcal{N}_i \subseteq \mathcal{M}$ the set that includes itself and all its neighboring systems, i.e., the set of systems that affect its dynamics. In the illustrative example shown in Fig. 1, a network of $M = 4$ interacting dynamical systems is shown in which an arc connecting system $j$ to system $i$ indicates that the states of the $j$-th system affect the dynamics of the $i$-th one. Hence, $\mathcal{N}_1 = \{1\}$, $\mathcal{N}_2 = \{1, 2\}$, $\mathcal{N}_3 = \{2, 3\}$, and $\mathcal{N}_4 = \{2, 3, 4\}$. Moreover, we assume that the constraints and objective functions of the systems are appropriately formulated as to respect the coupling structure of the network.

A. Dynamics and constraints

The state-space dynamical evolution of the $i$-th system is given as follows:

$$x_{i,t+1} = \sum_{j \in \mathcal{N}_i} A_{ij} x_{j,t} + B_i u_{i,t},$$

where $x_{i,t} \in \mathbb{R}^{n_i}$ and $u_{i,t} \in \mathbb{R}^{m_i}$ denote the state and input of system $i$ at time $t$, respectively. The matrices $A_{ij} \in \mathbb{R}^{n_i \times n_j}$ and $B_i \in \mathbb{R}^{n_i \times m_i}$ are assumed to be known. To simplify notation, we compactly rewrite (1) as

$$x_{i,t+1} = A_{X_i} x_{X_i,t} + B_i u_{i,t},$$

where $x_{X_i,t} = [x_{j,t}]_{j \in \mathcal{N}_i} \in \mathbb{R}^{n_{X_i}}$, $A_{X_i} = [A^T_{ij}]_{j \in \mathcal{N}_i} \in \mathbb{R}^{n_{X_i} \times n_{X_i}}$, and $n_{X_i} = \sum_{j \in \mathcal{N}_i} n_j$.

In addition, we consider linear state and input constraints of the form

$$x_{X_i,t} \in \mathcal{X}_{X_i} = \{x \in \mathbb{R}^{n_{X_i}} : G_{X_i} x \leq g_{X_i}\},$$

$$u_{i,t} \in \mathcal{U}_i = \{u \in \mathbb{R}^{m_i} : H_i u \leq h_i\},$$

where the matrices $G_{X_i} \in \mathbb{R}^{k_{X_i} \times n_{X_i}}$, $g_{X_i} \in \mathbb{R}^{k_{X_i}}$, $H_i \in \mathbb{R}^{p_i \times m_i}$, and $h_i \in \mathbb{R}^{p_i}$ are known. For simplicity, we assume that the sets $\mathcal{X}_{X_i}$ and $\mathcal{U}_i$ contain the origin in their interior.

By combining the dynamics of all the systems in the network, we derive the dynamical equations of the global system as

$$x_{t+1} = Ax_t + Bu,$$

where $x_t = [x_{i,t}]_{i \in \mathcal{M}} \in \mathbb{R}^{n}$ and $u_t = [u_{i,t}]_{i \in \mathcal{M}} \in \mathbb{R}^{m}$ are the state and input, respectively. The matrices $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are readily derived from the state-space equations (2) of the individual systems. Similarly, we define the constraint sets $\mathcal{X}$ and $\mathcal{U}$ of the global system as

$$\mathcal{X} = \{x \in \mathbb{R}^n : Gx \leq g\},$$

$$\mathcal{U} = \{u \in \mathbb{R}^m : Hu \leq h\},$$

where the matrices $G \in \mathbb{R}^{k \times n}$, $g \in \mathbb{R}^{k}$, $H \in \mathbb{R}^{p \times m}$ and $h \in \mathbb{R}^{p}$ are derived by the concatenation of the corresponding coefficients in (3).

B. Objective function

Given the initial state $x_0$, the system-wide goal is to minimize the objective function

$$J = \sum_{i=1}^{M} \sum_{t=0}^{\infty} \ell_i(x_{X_i,t}, u_{i,t}),$$

while satisfying the state and input constraints given in (5). Here, the stage cost $\ell_i(\cdot)$ in (6) is given as

$$\ell_i(x_{X_i,t}, u_{i,t}) = x_{X_i,t}^T Q_{X_i} x_{X_i,t} + u_{i,t}^T R_i u_{i,t},$$

where $Q_{X_i} \in \mathbb{R}^{n_{X_i} \times n_{X_i}}$ and $R_i \in \mathbb{R}^{m_i \times m_i}$ are known positive semi-definite and positive definite matrices, respectively.
C. Centralized MPC

In the spirit of MPC, we rely on a cost-to-go function $V_f(\cdot)$ and a positively invariant set $\mathcal{X}_f$ to formulate a finite-horizon optimization problem. The original infinite horizon objective function $J_{\infty}$ is now approximated by

$$J_{\infty} = V_f(x_T) + \sum_{i \in M} \sum_{t \in T} \ell_i(x_{N_i,t}, u_{i,t}).$$

where $T = \{0, \ldots, T - 1\}$, with $T$ denoting the prediction horizon.

For the time being, we ignore the input and state constraints and assume that a stabilizing controller $u_t = K_c x_t$, with $K_c \in \mathbb{R}^{m \times n}$, exists for the unconstrained system. If we assume that this controller is applied to the (unconstrained) system for all $t \geq T$, a cost-to-go function of the form

$$V_f(x_T) = x_T^T P_c x_T,$$

with $P_c \in \mathbb{R}^{n \times n}$, can be used to approximate the infinite horizon cost of operating the system with initial condition $x_T$. To ensure the stability of the closed-loop system, $K_c$ and $P_c$ need to satisfy the Lyapunov inequality:

$$V_f(x_{t+1}) - V_f(x_t) + \sum_{i=1}^M \ell_i(x_{N_i,t}, u_{i,t}) \leq 0, \ \forall t \geq T. \quad (8)$$

This condition guarantees that the terminal controller stabilizes the system and $V_f(\cdot)$ is an upper approximation of the true cost-to-go function. Computationally efficient algorithms, such as the discrete-time algebraic Riccati equation (DARE), exist to compute $K_c$ and $P_c$ that satisfy (8) with equality. Typically, the resulting matrices do not admit any distributed structure, even if the problem dynamics and constraints do.

To re-introduce the state and input constraints we resort to positively invariant sets.

**Definition 1.** The set $\mathcal{X}_f$ is positively invariant under the controller $u_t = K_c x_t$ if for all $x_t \in \mathcal{X}_f$, we have that $(A + BK_c)x_{t+1} \in \mathcal{X}_f$ and $K_c x_t \in \mathcal{U}$.

To ensure state and input constraints satisfaction under the terminal controller $u_t = K_c x_t$ for $t \geq T$, we enforce the terminal state $x_T$ to lie in a set $\mathcal{X}_f$ that is positively invariant. A typical choice for $\mathcal{X}_f$ is

$$\mathcal{X}_f = \{ x \in \mathbb{R}^n : V_f(x) \leq \gamma \}, \quad (9)$$

where $\gamma \in \mathbb{R}$ is a positive constant. To increase system flexibility, one typically seeks the maximum volume ellipsoidal set $\mathcal{X}_f$. As shown in [21], this can be obtained by solving the following convex optimization problem:

$$\begin{align*}
\max \ & \zeta \\
\text{s.t.} \ & \|P_c^{-1/2} G_s^T \|_2^2 \zeta \leq g^2, \quad \forall s = 1, \ldots, k, \\
& \|P_c^{-1/2} K_c^T H_t^T \|_2^2 \zeta \leq h_t^2, \quad \forall t = 1, \ldots, p,
\end{align*}$$

and setting $\gamma = \zeta^2$.

Using the terminal set and cost-to-go function, we now formulate the centralized MPC problem as follows:

$$\begin{align*}
\min \ & V_f(x_T) + \sum_{i \in M} \sum_{t \in T} \ell_i(x_{N_i,t}, u_{i,t}) \\
\text{s.t.} \ & x_{t+1} = Ax_t + Bu_t, \\
& (x_t, u_t) \in \mathcal{X} \times \mathcal{U}, \\
& x_T \in \mathcal{X}_f.
\end{align*} \quad (11)$$

with optimization variables $(x_t, u_t)$ for all $t \in T$.

Problem (11) is a quadratic optimization program with linear and conic constraints. Common algorithms for solving this type of problem are mostly based on centralized computation, which makes them less practical if the number of systems or the horizon length is large. To deal with this issue, distributed computation algorithms, such as ADMM, may be used to efficiently solve Problem (11). It is well-known that these methods are computationally far more efficient when the respective optimization problem admits a partially-distributed structure. However, this is not the case for Problem (11) due to the possibly dense structure of the terminal set and cost-to-go function.

D. Distributed MPC

In the distributed MPC framework, we enforce the terminal controller of the $i$-th system to admit a partial state feedback structure such that

$$u_{i,t} = K_{N_i} x_{N_i,t}, \quad \forall t \geq T,$$

where $K_{N_i} \in \mathbb{R}^{m \times n_{N_i}}$. In this context, the cost-to-go function, denoted by $\hat{V}_f(\cdot)$, admits a distributed structure

$$\hat{V}_f(x_T) = \sum_{i=1}^M \hat{V}_f^i(x_{N_i,T}),$$

with each $\hat{V}_f^i(\cdot)$ being formulated as

$$\hat{V}_f^i(x_{N_i,T}) = x_{N_i,T}^T P_{N_i} x_{N_i,T},$$

where $P_{N_i} \in \mathbb{R}^{n_i \times n_i}$. Moreover, the terminal set $\hat{\mathcal{X}}_f$ also admits a distributed structure

$$\hat{\mathcal{X}}_f = \hat{\mathcal{X}}_f^1 \cap \cdots \cap \hat{\mathcal{X}}_f^M$$

with

$$\hat{\mathcal{X}}_f^i = \{ x_{N_i} \in \mathbb{R}^{n_{N_i}} : \hat{V}_f^i(x_{N_i}) \leq \tilde{\gamma}_i \},$$

and $\tilde{\gamma}_i$ a positive constant computed by an optimization problem similar to (10).

We now formulate the distributed MPC problem as follows:

$$\begin{align*}
\min \ & \sum_{i \in M} \left( \hat{V}_f^i(x_{N_i,T}) + \sum_{t \in T} \ell_i(x_{N_i,t}, u_{i,t}) \right) \\
\text{s.t.} \ & x_{t+1} = Ax_{t} + Bu_{i,t}, \\
& (x_{N_i,t}, u_{i,t}) \in \mathcal{X}_{N_i} \times \mathcal{U}_i, \\
& x_{N_i,T} \in \hat{\mathcal{X}}_f^i,
\end{align*} \quad (12)$$

with optimization variables $(x_{N_i,t}, u_{i,t})$ for all $i \in M, t \in T$.\]
Problem (12) exhibits a distributed structure that can be exploited by distributed computation algorithms to efficiently solve it. In what follows, we will develop a new machinery to synthesize $K_{d}$ and $P_{d}$ based on the optimal centralized control system, while ensuring that the distributed nature of the problem is maintained. To ease the notation, we define $K_{d} \in \mathbb{R}^{m \times n}$ as

$$u_{t} = [K_{d}x_{N_{i},t}]_{i \in A} = K_{d}x_{t}, \ \forall t \geq T.$$ 

We denote by $K_{d}$ the linear subspace induced by the distributed structure of $K_{d}$, i.e., $K_{d} \in \mathcal{K}_{d} \subseteq \mathbb{R}^{m \times n}$. Moreover, we define the positive definite matrix $P_{d} \in \mathbb{R}^{n \times n}$ to be

$$\hat{V}_{j}(x_{t}) = \sum_{i=1}^{M} x_{N_{i},t}^{\top}P_{N_{i}}x_{N_{i},t} = x_{t}^{\top}P_{d}x_{t},$$

and we denote by $\mathcal{P}_{d}$ the linear subspace of $\mathbb{R}^{n \times n}$ generated by the distributed structure of $P_{d}$, i.e., $P_{d} \in \mathcal{P}_{d}$.

III. TERMINAL CONTROLLER AND SET SYNTHESIS

In this section, we discuss the proposed methodology to synthesize the distributed terminal controller $K_{d}$, and cost-to-go function $P_{N_{i}}$ for all $i \in \mathcal{M}$. We split the synthesis phase into two parts: (i) performance and (ii) stability. In the former, we discuss the conditions that allow the distributed terminal controller to approximate the performance of the centralized one. In the latter, we provide conditions to guarantee that the closed-loop system is asymptotically stable.

A. Performance criteria

Our goal is to design a distributed terminal controller $K_{d}$ that approximates the performance of the centralized terminal controller $K_{c}$.

Definition 2. (Terminal Controller Equivalence) Given $x_{t} \in \mathcal{X}_{f}$, the gain $K_{c}$ is equivalent to $K_{d}$ if and only if $u_{t} = K_{c}x_{t} = K_{d}x_{t}$ for all $t \geq T$.

Given $x_{t} \in \mathcal{X}_{f}$, let $P_{x} \in \mathbb{R}^{n \times n}$ be the unique positive semidefinite solution of the Lyapunov equation

$$\mathcal{L}(P_{x}, x_{t}) = 0$$

where

$$\mathcal{L}(P, x) = (A + BK_{c})P(A + BK_{c})^{\top} - P - xx^{\top}.$$ 

Note that such a unique solution $P_{x} \succeq 0$ exists because the terminal controller $K_{c}$ is stabilizing.

Theorem 1. ([19, Thm. 2]) For a given $x_{t} \in \mathcal{X}_{f}$, there exists $K_{d} \in \mathcal{K}_{d}$ that is equivalent to $K_{c}$ if and only if the optimal objective of the optimization problem

$$\min_{K_{d} \in \mathcal{K}_{d}} \text{trace} \left\{ (K_{c} - K_{d})P_{x}(K_{c} - K_{d})^{\top} \right\} \quad \text{s.t.} \quad K_{d} \in \mathcal{K}_{d}$$

is zero.

As shown in [19], a small objective value for Problem (13) implies that $K_{d}$ closely approximates the performance of $K_{c}$ for a given initial condition $x_{t}$. Ideally, it is desirable that the equivalence between $K_{c}$ and $K_{d}$ is met for every $x_{t}$ in the centralized terminal set $\mathcal{X}_{f}$ defined in (9). Since a matrix $P_{x} \succeq 0$ that satisfies the Lyapunov equation

$$\mathcal{L}(P_{x}, x_{t}) = 0, \ \forall x_{t} \in \mathcal{X}_{f}, \quad (14)$$

may not exist, we accomplish this through the following robust optimization problem:

$$(P_{x}, \alpha_{x}) = \arg\min_{P, \alpha} \quad \alpha \quad \text{s.t.} \quad -\alpha I \preceq \mathcal{L}(P, x) \preceq \alpha I, \ \forall x \in \mathcal{X}_{f}, \quad P \succeq 0, \quad (15)$$

It can easily be verified that if the optimal objective value $\alpha_{x}$ is zero, then $P_{x}$ solves (14); otherwise, $\mathcal{L}(P_{x}, x_{t})$ is maintained as close as possible to zero for every $x_{t} \in \mathcal{X}_{f}$.

Problem (15) is computationally intractable in this form due to having an infinite number of constraints. A tractable finite-dimensional convex reformulation is given below:

$$(P_{x}, \alpha_{x}) = \arg\min_{P, \alpha} \quad \alpha \quad \text{s.t.} \quad \mathcal{L}(P, 0) + \gamma P_{x}^{-1} \preceq \alpha I, \quad -\alpha I \preceq \mathcal{L}(P, 0), \quad P \succeq 0, \quad (16)$$

Theorem 2. Problems (16) and (15) are equivalent.

Proof. The proof is provided in the Appendix. ■

B. Stability conditions

Similar to the centralized case, we impose the following Lyapunov inequality on the design of the distributed terminal controller:

$$V_{j}(x_{t+1}) - V_{j}(x_{t}) \leq -x_{t}^{\top}(Q + K_{d}^{\top}RK_{d})x_{t}, \ \forall t > T. \quad (17)$$

This condition is enforced mainly for two reasons: (i) it guarantees the asymptotically stability of the closed-loop system, and (ii) it ensures that $V_{j}(\cdot)$ is an upper approximation of the true cost-to-go function.

Lemma 1. Inequality (17) holds if and only if there exist $K_{d} \in \mathcal{K}_{d}$ and $P_{d} \in \mathcal{P}_{d}$ such that the following matrix inequality holds:

$$\begin{bmatrix}
T_{d} & 0 \\
0 & R_{d}^{1/2}
\end{bmatrix} \begin{bmatrix}
A_{d} + B_{d}K_{d} & T_{d} \\
Q_{d}^{1/2}T_{d} & I
\end{bmatrix} \begin{bmatrix}
T_{d} & 0 \\
0 & R_{d}^{1/2}K_{d}^{\top}
\end{bmatrix} \succeq 0, \quad (18)$$

where the substitution $T_{d} = P_{d}^{-1}$ is used.

Proof. The proof is provided in the Appendix. ■

Inequality (18) is non-convex due to the bilinear term $K_{d}T_{d}$. Upon defining the new variable $L_{d} = K_{d}T_{d}$, inequality (18) is translated to a linear matrix inequality in terms of $(T_{d}, L_{d})$, and $K_{d}$ can be retrieved as $K_{d} = L_{d}T_{d}^{1/2}$. Note that in general, it is not an easy task to exactly translate the sparsity structure on $K_{d}$ into a set of convex constraints on $L_{d}$ and $T_{d}$. However, a set of sufficient convex constraints that ensures $K_{d}$ lies in $\mathcal{K}_{d}$ is $L_{d} \in \mathcal{K}_{d}$ and $T_{d} \in \mathcal{I}$, where $\mathcal{I}$
denotes the linear subspace of diagonal matrices. One drawback of enforcing such convex constraints is that \( P_d \in \mathcal{I} \), instead of \( P_d \in \mathcal{P}_d \), which introduces conservativeness both on the design of the distributed terminal controller and on the approximation of the true cost-to-go function. Using techniques similar to [20], the following theorem establishes an equivalent formulation that alleviates this issue.

**Theorem 3.** Inequality (17) holds if and only if there exist \( K_d \in \mathcal{K}_d \), \( P_d \in \mathcal{P}_d \) and \( S_d \in \mathbb{R}^{n \times n} \) such that the following matrix inequality holds:

\[
\begin{bmatrix}
T_d & S_d \quad S_d^T (A_d + B_d K_d) \quad S_d \quad S_d^T A_d + B_d K_d S_d^T \\
S_d^T A_d + B_d K_d S_d & 0 & 0 & 0 \\
S_d^T A_d + B_d K_d S_d & 0 & 0 & 0 \\
S_d^T A_d + B_d K_d S_d & 0 & 0 & 0 \\
\end{bmatrix} \succeq 0,
\]

where \( T_d = P_d^{-1} \) and \( T_d^{-1} \in \mathcal{P}_d \).

**Proof.** The proof is provided in the Appendix.

We now define the non-convex transformation, \( L_d = K_d S_d \), to re-write (19) as an LMI constraint. Note that (19) implies \( S_d + S_d^T \succeq T_d \succeq 0 \), which leads to the non-

singularity of \( S_d \). Therefore, the distributed controller \( K_d \) can be recovered as \( K_d = L_d S_d^{-1} \). Similar to the previous case, it can be verified that one sufficient condition for \( K_d \in \mathcal{K}_d \) is to impose \( S_d \in \mathcal{I} \) and \( L_d \in \mathcal{K}_d \). However, note that, due to Theorem 3, \( T_d^{-1} \) should belong to the linear subspace \( \mathcal{P}_d \), which is non-convex in \( T_d \). This non-convexity will be remedied in the next section.

**C. Distributed terminal controller synthesis**

As already mentioned, it is desirable for the terminal set \( \mathcal{X}_f \) to be the maximum volume ellipsoid confined in the feasible region \( \mathcal{X} \). To achieve this, we combine (19) with the minimization of the objective function

\[
J_{\text{ast}}(T_d) = -\log(\det(T_d)),
\]

which maximizes the volume of the 1-level set ellipsoid \( \mathcal{E}(1) = \{ x \in \mathbb{R}^n : x^T P_d x \leq 1 \} \) [22].

We now define the feasible set \( \mathcal{C}_{\text{ast}} \) to guarantee the asymptotic stability of the terminal closed-loop system:

\[
\mathcal{C}_{\text{ast}} = \{ (T_d, S_d, L_d) : \text{LMI (19) holds} \}.
\]

Next, we combine the performance criteria with the condition for asymptotic stability in order to formulate the synthesis problem of the distributed terminal controller and cost-to-go function. To do so, the objective function in (13) should be written in terms of \( S_d \) and \( L_d \), i.e.,

\[
J_{\text{pf}}(S_d, L_d) = \text{trace}\{(K_c S_d - L_d) P_d^{-1} P_d S_d^{-1} (K_c S_d - L_d)^T\}.
\]

It can be observed that the above objective function is non-convex in \( (S_d, L_d) \). Therefore, we resort to a convex relaxation of the objective function. Specifically, we employ the epigraph representation to relax this nonlinear objective function into a set of LMI constraints

\[
\mathcal{C}_{\text{pf}} = \{ (S_d, L_d, D_d) : \exists W_d \in \mathbb{R}^{n \times n} \text{ s.t. } \begin{bmatrix} W_d & S_d \\ S_d & P_d \end{bmatrix} \succeq 0, \quad \begin{bmatrix} D_d \\ (K_c S_d - L_d)^T \end{bmatrix} \begin{bmatrix} S_d & W_d \\ W_d & P_d \end{bmatrix} \begin{bmatrix} S_d \\ (K_c S_d - L_d) \end{bmatrix} \succeq 0 \},
\]

and an objective function

\[
\tilde{J}_{\text{pf}}(D_d) = \text{trace}(D_d).
\]

To obtain the above formulation, we use the Schur complement and relax the equality constraint \( W_d = S_d P_d^{-1} S_d \) into \( W_d \succeq S_d P_d^{-1} S_d \). This relaxation is necessary for the set \( \mathcal{C}_{\text{pf}} \) to admit a convex structure.

To obtain a trade-off between performance and the size of the terminal invariant set, a linear combination of \( J_{\text{ast}}(T_d) \) and \( \tilde{J}_{\text{pf}}(D_d) \) is minimized based on the following optimization problem:

\[
\begin{align*}
\min_{K_d, S_d, L_d} & \quad \beta J_{\text{ast}}(T_d) + (1 - \beta) \tilde{J}_{\text{pf}}(D_d) \\
\text{s.t.} & \quad T_d^{-1} = P_d, \quad S_d \in \mathcal{I}, \quad L_d \in \mathcal{K}_d, \quad D_d \in \mathbb{R}^{m \times m}, \\
& \quad (T_d, S_d, L_d) \in \mathcal{C}_{\text{ast}}, \\
& \quad (S_d, L_d, D_d) \in \mathcal{C}_{\text{pf}},
\end{align*}
\]

where \( 0 \leq \beta \leq 1 \). Problem (20) is still non-convex due to the constraint \( T_d^{-1} \in \mathcal{P}_d \). To deal with this issue, first recall that \( T_d \) is introduced as an intermediate variable and it plays the role of \( P_d^{-1} \) throughout the developed method. We relax the constraint \( T_d^{-1} \in \mathcal{P}_d \) by allowing \( T_d \in \mathbb{R}^{n \times n} \). After solving the relaxed problem, we solve the following optimization problem in order to find a matrix \( P_d \) that is the approximate inverse of \( T_d \) and belongs to the subspace \( \mathcal{P}_d \):

\[
\begin{align*}
\min_{K_d, S_d, L_d} & \quad -\log(\det(P_d)) + \text{trace}(T_d^* P_d) \\
\text{s.t.} & \quad P_d \in \mathcal{P}_d, \quad P_d \succeq T_d^{-1},
\end{align*}
\]

where \( T_d^* \) is the optimal solution of (20) corresponding to the variable \( T_d \). Note that if \( \mathcal{P}_d = \mathbb{R}^{n \times n} \), the optimal solution of (21) satisfies \( P_d = T_d^{-1} \) and if \( \mathcal{P}_d \) is a structured subspace of \( \mathbb{R}^{n \times n} \), then \( P_d \) is an approximation of \( T_d^{-1} \) which results in a conservative estimation of the true cost-to-go function. The optimization problem (21) is widely used for estimating the structured precision matrix (i.e., the inverse of the covariance matrix) of a random vector with an underlying Gaussian distribution (see [23], [24] for more details).

**IV. Numerical Example**

In this numerical study, we consider systems composed of masses that are connected by springs and dampers and arranged in a chain formation, exemplified in Fig. 2. The values of the masses, spring constants and damping coefficients are chosen uniformly at random from the intervals [5, 10][kg], [0.8, 1.2][Nm] and [0.8, 1.2][Ns/m, respectively. We assume that each \( i \)-th mass is an individual system with its state vector \( x_{i,t} \in \mathbb{R}^2 \) representing the position and velocity deviation from the system’s equilibrium state, and its input \( u_{i,t} \in \mathbb{R} \) denoting the force applied to the \( i \)-th mass. We assume that the states and inputs are constrained such that \( \|x_{i,t}\|_\infty \leq 2 \) and \( \|u_{i,t}\|_\infty \leq 5 \) for all times \( t \). The masses are

![Fig. 2. A chain of four masses connected by springs and dampers.](image-url)
initially at rest and positioned uniformly at random within the intervals \([-2, -1.8]\)m and \([1.8, 2]\)m.

The continuous-time dynamics of this interconnected dynamical system naturally admits a distributed structure. The prediction control model is obtained by the discretization of the system’s continuous dynamics using forward Euler with the sampling time \(0.1\)s. Although inexact, Euler discretization is chosen as to preserve the distributed structure of the system. On the contrary, the discrete-time simulation model of the system is obtained using the exact zero-order hold discretization method with the sampling time \(0.1\)s. The objective function of each system is of the form (7) with \(Q_i = \text{diag}(1, 1)\) and \(R_i = 0.1\). The centralized design to obtain \(K_c\) and \(P_c\) is performed by solving the discrete algebraic Riccati equation. The distributed design to obtain \(K_d\) and \(P_d\) is performed using the methods introduced in Section III of this paper.

The performance of the system is evaluated on a receding horizon implementation, i.e., the first input resulting from the respective centralized and distributed optimization problem is applied to the exact system dynamics, and the next state is evaluated. We use as a metric the cost of operating the system until convergence to the system’s equilibrium state. Initially, we conduct a closed-loop simulation experiment for a system comprising five masses and the prediction horizon of \(T = 12\). In Fig. 3, the trajectories generated for the centralized and distributed designs are shown. We observe that these trajectories are very similar, which illustrates the proximity in performance between the centralized and distributed designs.

To better quantify the performance comparison between the centralized and distributed designs, we conducted several simulation experiments for systems with different horizons and number of masses. Fig. 4(a) shows the cost associated with the length of prediction horizon for a system comprising five masses. We observe that the increase of the horizon length results in cost convergence for the two methods. This can be explained by considering that large horizons make the use of terminal sets and cost-to-go functions obsolete since the system is capable of steering its states to origin within the prediction horizon time. In Fig. 4(b), the effect of the number of masses on the cost is depicted. As expected, the suboptimality gap increases with respect to the number of masses in the system. We note, however, that in all instances this suboptimality gap is fairly small, which indicates the efficiency of the proposed distributed synthesis method.

The main reason of this growth in the suboptimality gap with respect to the number of masses in the system is due to the growth in the suboptimality gap with respect to the number of masses in the system. Fig. 5 shows the evolution in region (a) and size (b) of the distributed and centralized terminal invariant set of mass 1 with respect to the number of masses in the system.
to the corresponding decrease in the size of the distributed terminal invariant sets, which is graphically depicted in Fig. 5. We observe that the number of masses in the system has little effect on the size of the terminal centralized invariant set, which is attributed to the flexibility associated with the full structure of the centralized terminal controller. On the other hand, imposing a distributed structure on the terminal controller does not provide enough flexibility to each individual system to completely compensate the effect of the increase in the number of masses in the system.

Finally, we investigate the effect of the tuning parameter \( \beta \) in the objective function (20), which weighs the closeness of distributed and centralized controllers versus the volume maximization of the terminal invariant set. We observe in Fig. 6 that if \( \beta \approx 1 \), then the resulting distributed terminal invariant sets are considerably smaller in size. This seemingly counterintuitive result can be understood by recalling that maximizing the volume of the 1-level set ellipsoid is equivalent to demanding a superior performance from the distributed terminal controller, i.e., a faster convergence to the origin. This implies that the distributed terminal controller would take steeper actions for the same terminal state, which has as a repercussion a higher difficulty in satisfying the input constraint of the system. This in turn makes the distributed terminal invariant set to be of a smaller size than in the case for which \( \beta \approx 0 \). This is an important observation that highlights the role of equipping the design of the distributed terminal controller with an objective function that measures its closeness to the optimal centralized controller.

V. CONCLUSION

In this paper, we presented a synthesis approach for distributed cooperative MPC that correlates the design of the distributed terminal controller, cost-to-go function and invariant set with an existing optimal centralized controller. An objective function that measures the closeness of the designed distributed controller to the optimal centralized one is derived by the solution of a robust optimization problem. The latter problem is then solved by reformulating it into a convex optimization problem using standard robust optimization techniques. Conditions for global Lyapunov stability are imposed in such a way that the terminal cost-to-go function and invariant set admit an appropriate distributed structure. This allows the resulting distributed cooperative MPC problem to be solvable by distributed computation. Conservativeness in the design is reduced by exploiting methods that allow the optimization variables associated with the controller parameters to be independent of the symmetric matrix that defines the quadratic Lyapunov function used to guarantee stability and approximate the infinite-horizon cost. We illustrated the merits of the proposed approach for a large-scale system that is composed of masses connected by springs and dampers, where the closed-loop performance of the distributed cooperative MPC closely approximates the one of the centralized MPC.

Future work involves the appropriate extension of the developed method so as the synthesis to be executed in a completely distributed way. This is a particularly important feature in case of varying network topologies for which the centralized design can trivially be derived while only the new and a few of the existing distributed controllers need to be redesigned.

APPENDIX

Proof of Theorem 2:

We begin this proof by noting that the terminal set \( X_f \), given as

\[
X_f = \{ x \in \mathbb{R}^n : x^\top P_c x \leq \gamma \},
\]

can be equivalently written as follows:

\[
X_f = \{ x \in \mathbb{R}^n : \exists w \in \mathbb{R}^{n \times n} \text{ such that } x = \gamma^{1/2} P_c^{1/2} w, \| w \|_2 \leq 1 \}.
\]

We prove the equivalence, in terms of feasible set and optimal value, between Problem (15) and Problem (16) in a constructive manner. Using standard duality arguments, the robust constraint

\[
\mathcal{L}(P, x) \leq \alpha I, \quad \forall x \in X_f,
\]

is equivalent to

\[
y^\top \mathcal{L}(P, x) y \leq \alpha, \quad \forall x \in X_f, \forall y \in \mathcal{Y} = \{ y : \| y \|_2 = 1 \},
\]

which can be simplified as

\[
y^\top \mathcal{L}(P, 0) y + \max_{x \in X_f} \| x^\top y \|_2^2 \leq \alpha, \quad \forall y \in \mathcal{Y}. \tag{E.1}
\]

Now consider the following optimization problem:

\[
\max_{x \in X_f} \| x^\top y \|_2^2 \quad \text{s.t.} \quad w \in \mathbb{R}^{n \times n},
\]

\[
x = \gamma^{1/2} P_c^{-1/2} w, \| w \|_2 \leq 1. \tag{E.2}
\]
As shown in [21], the optimal solution of (E.2) is equal to \(\|\gamma^{1/2}P_{c}^{-1/2}y\|_{2}^{2}\). Therefore, (E.1) yields that
\[
y^T\mathcal{L}(P,0)y + \|\gamma^{1/2}P_{c}^{-1/2}y\|_{2}^{2} \leq \alpha, \forall y \in \mathcal{Y}, \iff \frac{y^T}{\mathcal{L}(P,0) + \gamma P_{c}^{-1}} \leq \alpha, \forall y \in \mathcal{Y}, \iff \mathcal{L}(P,0) + \gamma P_{c}^{-1} \preceq \alpha I.
\]
In a similar fashion, the robust constraint
\[
\mathcal{L}(P, x) \succeq -\alpha I, \forall x \in \mathcal{X},
\]
can be equivalently written as
\[
y^T\mathcal{L}(P, x)y \leq -\alpha, \forall x \in \mathcal{X}, \forall y \in \mathcal{Y} \iff y^T\mathcal{L}(P, 0)y + \min_{x \in \mathcal{X}} \|x^T y\|_{2}^{2} \geq -\alpha, \forall y \in \mathcal{Y}. \tag{E.3}
\]
It can easily be verified that \(\min_{x \in \mathcal{X}} \|x^T y\|_{2}^{2}\) is equal to 0. Therefore, (E.3) yields that,
\[
y^T\mathcal{L}(P, 0)y \geq -\alpha, \forall y \in \mathcal{Y} \iff \mathcal{L}(P, 0) \succeq -\alpha I.
\]
Using these results, the robust optimization problem (15) can be written as follows:
\[
\min_{\alpha, P} \quad \alpha
\]
\[
\text{s.t.} \quad \mathcal{L}(P, 0) + \gamma P_{c}^{-1} \preceq \alpha I, \quad -\alpha I \preceq \mathcal{L}(P, 0), \quad P \succeq 0,
\]
This equivalence argument concludes the proof.

**Proof of Lemma 1:**

Notice that
\[
V_{l}(x_{t+1}) - V_{l}(x_{t}) \leq -z_{t}^T (Q + K_{x}^T R K_{x}) z_{t} \iff P_{d} - (A_{d} + B_{d} K_{d})^T P_{d} (A_{d} + B_{d} K_{d}) - (Q + K_{x}^T R K_{x}) \succeq 0 \iff
\]
\[
\begin{bmatrix}
T_{d} & (A_{d} + B_{d} K_{d})^T \quad & 0 \\
0 & T_{d} & 0 \\
0 & 0 & R_{d}^{1/2} K_{d} T_{d}
\end{bmatrix}
\begin{bmatrix}
Q_{d} \quad & 0 \\
0 & R_{d}^{1/2} K_{d} T_{d}
\end{bmatrix}
\succeq 0.
\]
Post-multiplying the inequality by \(T = \text{diag}(I, P_{d}^{-1})\) and pre-multiplying it by \(T^T\), and then applying once again the Schur complement, leads to
\[
\begin{bmatrix}
T_{d} & (A_{d} + B_{d} K_{d})^T \quad & 0 \\
0 & T_{d} & 0 \\
0 & 0 & R_{d}^{1/2} K_{d} T_{d}
\end{bmatrix}
\begin{bmatrix}
Q_{d} \quad & 0 \\
0 & R_{d}^{1/2} K_{d} T_{d}
\end{bmatrix}
\succeq 0,
\]
where the substitution \(T_{d} = P_{d}^{-1}\) is used.

**Proof of Theorem 3:**

This proof follows similar arguments to [20, Thm. 1]. In particular, the necessity can be shown by choosing \(S_{d} = S_{d}^T = T_{d}\). To prove sufficiency, we assume that (19) holds. Then, \(S_{d} + S_{d}^T \succeq T_{d}\). Note that this implies that \(S_{d}\) is non-singular. Since \(T_{d}\) is positive definite, the inequality \((T_{d} - S_{d})^T T_{d} T_{d}^{-1} (T_{d} - S_{d}) \succeq 0\) holds. This implies that \(S_{d} T_{d}^{-1} S_{d} \succeq S_{d} + S_{d}^T - T_{d}\) which leads to
\[
\begin{bmatrix}
T_{d} & (A_{d} + B_{d} K_{d}) S_{d} \quad & 0 \\
0 & S_{d}^T T_{d}^{-1} S_{d} & S_{d} Q_{d}^{1/2} S_{d} K_{d} T_{d} \quad & 0 \\
0 & R_{d}^{1/2} K_{d} S_{d} & 0 & I
\end{bmatrix}
\succeq 0.
\]
Since \(S_{d}\) is non-singular and by post-multiplying the inequality by \(T = \text{diag}(I, S_{d}^{-1} T_{d}, I, I)\) and pre-multiplying it by \(T^T\), we can recover the LMI inequality (18).