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Abstract. Given a polytope X, a monotone concave univariate function g, and two vectors c and d, we study the discrete optimization problem of finding a vertex of X that maximizes the utility function c’x + g(d’x). This problem has numerous applications in combinatorial optimization with a probabilistic objective, including estimation of project duration with stochastic times, in reliability models, in multinomial logit models and in robust optimization. We show that the problem is MPT-hard for any strictly concave function g even for simple polytopes, such as the uniform matroid, assignment and path polytopes; and propose a 1/2-approximation algorithm for it. We discuss improvements for special cases where g is the square root, log utility, negative exponential utility and multinomial logit probability function. In particular, for the square root function, the approximation ratio is 4/5. We also propose a 1.25-approximation algorithm for a class of minimization problems in which the maximization of the utility function appears as a subproblem. Although the worst-case bounds are tight, computational experiments indicate that the suggested approach finds solutions within 1%–2% optimality gap for most of the instances, and can be considerably faster than the existing alternatives.

1. Introduction
For a rational polytope X ⊆ R n, let V X ⊆ X denote the set of vertices of X. We consider the discrete optimization problem

\[
\max_{x \in V_X} f(x) := c'x + g(d'x),
\]

(1)

where c and d are rational vectors in R n and g: R → R is a monotone concave function. We refer to f as the utility function. Problem (1) includes combinatorial optimization problems, where X is an integral polytope, e.g., trees, flows, matchings, with an objective function that exhibits diminishing returns. The concave utility function f is often used to model probabilistic objectives.

In Section 2, we present four applications of problem (1) involving different utility functions. The first one is in modeling reliability of a parallel system, where g takes a negative exponential form. The second application is in the assortment planning application, where g is the multinomial logit probability function. The third application is in estimating project duration with stochastic task durations. We propose an improvement over PERT (project evaluation and review technique) by solving a maximum value-at-risk problem of the form (1) to determine a critical path, where g is the square root function. Finally, as the fourth application, we present a class of robust conic quadratic optimization problems, where g is the square root function.

The case where g is the square root function is particularly interesting, since it is commonly used to model the standard deviation. For example, in reinforcement learning, Dani et al. (2008) and Rusmevichientong and Tsitsiklis (2010) propose policies for multiarmed bandit problems that require computing

\[
\max_{x \in V_X} \left\{ c'x + \beta \sqrt{x'Qx} \right\},
\]

(2)

where \( \beta > 0 \) and Q is positive semidefinite. When \( V_X \subseteq \{0,1\}^n \) and Q is diagonal, problem (2) is a special case of (1).

Connections to Submodularity. Independently, the square root function also arises in approximating submodular functions. Given a nonnegative, monotone, submodular function h, which is accessible through either a value oracle or random sampling, Goemans et al. (2009) and Balcan and Harvey (2010) consider constructing an approximation \( \hat{h} \) such that \( \hat{h}(S) \leq h(S) \leq ah(S) \) for \( S \subseteq \{1, \ldots, n\} \). They give a construction of a function of the form \( \hat{h}(S) = \sqrt{\sum_{i \in S} d_i} \), with an
approximation ratio of $O(\sqrt{n} \log n)$ that uses a polynomial number of queries to $h$, and show that the approximation ratio is close to the best possible.

Note that when $V_X \subseteq \{0,1\}^n$ and $d \geq 0$, the objective function $f$ is submodular. Maximization of submodular functions over special structured binary polytopes has received considerable attention. Fisher et al., (1978) show that when $X$ is a matroid polytope and the objective is any nonnegative, monotone submodular function accessible through a value oracle, the greedy algorithm yields a 1/2-approximation, and Nemhauser et al. (1978) prove that the approximation ratio of the greedy algorithm is $(1 - e^{-1})$ if $X$ is the uniform matroid. Other $(1 - e^{-1})$-approximation algorithms have been given when the objective is nonnegative, monotone and $X$ is either a down-monotone polytope defined with a single knapsack constraint (Sviridenko, 2004) or an arbitrary matroid (Calinescu et al., 2011), and a $(1 - e^{-1} - \epsilon)$-approximation algorithm is known for the case when $X$ is a down-monotone polytope defined with multiple knapsack constraints (Kulik et al., 2009). For a nonmonotone objective, Buchbinder et al. (2015) give a 1/2-approximation algorithm for the unconstrained case, and Vondrák et al. (2011) give a 0.325-approximation algorithm for down-monotone polytopes. Ahmed and Atamtürk (2011) study the polytope induced by problem (1) when $V_X = \{0,1\}^n$, $d \geq 0$ and $g$ is strictly concave and increasing, and use submodularity to derive a strong formulation for exact algorithms. Atamtürk and Narayanam (2009) give valid inequalities for the lower-level set of nondecreasing $f$, whereas Atamtürk and Bhardwaj (2015) give valid inequalities for the lower-level set of nonincreasing $f$.

In this paper, we do not make use of submodularity, but exploit the structure of the function $f$ to derive an approximation algorithm for any polytope $X$. The algorithm rounds an optimal solution to the continuous relaxation $\max_{x \in X} f(x)$ to a vertex of $X$. When $c'$ and $g(d'x)$ are nonnegative on $V_X$ and $g$ is monotone, we show that the gap of the continuous relaxation is at most 100%, and the approximation ratio of the algorithm is 1/2. Moreover, when $g$ is the square root function, the gap is at most 25%, and the approximation ratio improves to 4/5. Both of these bounds are tight.

Exploiting the structure of the utility function $f$ leads to a number of advantages compared to relying on submodularity alone. For the square root case and monotone $f$, the approximation ratio of 4/5 is better than $1 - e^{-1} \approx 0.63$. In the general case, the proposed approximation algorithm can be used with arbitrary polytopes. We give examples with path and assignment polytopes, which are neither down monotone nor matroids. Moreover, we do not require that $f$ be monotone—even if $g$ is monotone, the function $f$ may be nonmonotone—and the approximation ratios of 4/5 for the square root or 1/2 for the general case are better than 0.325. Moreover, unlike approximation algorithms based on submodularity, we also get a tight upper bound on the optimal objective value (which is used in the robust conic quadratic optimization application discussed in Section 2.4). The paper is organized as follows. In Section 2, we give applications in reliability modeling, assortment planning, in estimating project duration with stochastic times, and in robust optimization that motivate problem (1). In Section 3, we prove $\mathcal{NP}$-hardness of (1) for simple polytopes. In Section 4, we give a high-level description of the approximation algorithm and show that the gap of the continuous relaxation of problem (1) is tight. In Section 5, we propose efficient implementations of the proposed approximation algorithms, and compare with alternatives found in the literature. In Section 6, we illustrate the empirical performance of the approximation algorithms through computational experiments for varying utility functions and polytopes. In Section 7, we conclude the paper with a few final remarks.

2. Applications

2.1. Reliability Modeling

Given a parallel system with components $N$, where each component has an independent failure/malfun-ction probability $q_i$, $i \in N$, the reliability of the system is the probability that not all components malfunction simultaneously, i.e., $1 - \prod_{i=1}^n q_i$.

Now, given a set of candidate components $N$, with revenue $r_i$, and malfunction probability $q_i$, $i \in N$, consider the problem of finding a subset $S \subseteq N$, with a revenue and reliability trade-off. Letting $x_i = 1$ if component $i$ is selected and 0 otherwise, the problem can be formulated as

$$
\max_{x \in V_X} \sum_{i \in N} r_i x_i + \beta \left(1 - \prod_{i \in N} q_i^x \right)
$$

$$
= \max_{x \in V_X} \sum_{i \in N} r_i x_i + \beta \left(1 - \exp \left(\sum_{i \in N} x_i \ln(q_i) \right) \right),
$$

(3)

where $\beta > 0$ is the weight given to the reliability and $X$ is an integral 0-1 polytope with additional restrictions (e.g., a cardinality constraint). Note that (3) is a special case of problem (1), where $g(d'x) = \beta(1 - \exp(-d'x)))$ is the negative exponential function and $d_i = -\ln(q_i)$.

Problems of the form of (3) arise when considering how to allocate resources either to defend a parallel system from threats such as terrorist attacks or cyber attacks, or to attack a series system to ensure that the system is disrupted. Bier et al. (2005) and Hausken (2008) study continuous versions of such problems, in which they derive the Karush-Kuhn-Tucker conditions explicitly, and Levitin and Hausken (2008) consider a discrete version when all components are
2.2. Assortment with Multinomial Logit Choice Model and Fixed Costs

Given a set of products $N$, consider the problem of choosing an assortment $S \subseteq N$ satisfying a set of constraints so as to maximize the profit. In this context, consumer preferences are commonly modeled with a multinomial logit (MNL) choice model (Van Ryzin and Mahajan 1999, Chong et al. 2001). In the MNL choice model, the utility of products $i \in N$ are modeled as $u_i = \mu_i + \zeta_i$, where $\mu_i \in \mathbb{R}$ is a known parameter, and $\zeta_i$ are i.i.d. standard Gumbel random variables. For an assortment $S$, the probability that a customer purchases item $i \in S$ is given by

$$p_i(S) = \frac{e^{\mu_i}}{1 + \sum_{j \in S} e^{\mu_j}}.$$ 

Consider an online advertiser that earns a variable profit $\beta_i$ for displaying ad $i \in N$ as well as constant profit $\beta$ if the ad is clicked. Constant profit margins have been considered by Van Ryzin and Mahajan (1999) among others. Then, an optimal set of up to $k$ ads to display to maximize the expected profit is formulated as

$$\max_{S: |S| \leq k} \sum_{i \in S} (c_i + \beta p_i(S)).$$

More generally, the problem is stated as

$$\max_{x \in X} \left\{ Pc'x + \beta \frac{d'x}{1 + d'x} \right\},$$

which is a special case of problem (1), with $g(d'x) = \beta(d'x)/(1 + d'x)$.

Various versions of the assortment problem with a MNL choice model have been studied in the literature (Rusmevichientong et al. 2010, Sen et al. 2015). For many of these, the constraint set $X_V$ is the uniform matroid (corresponding to maximum cardinality constraint). Note that formulation (4) allows, among others, differential pricing and probabilities according to the position of the ad when $X_V$ is the assignment polytope.

2.3. PERT and VaR Critical Paths

Given a set of activities $V$ with duration $\ell_i \geq 0$ for $i \in V$ and a set $A$ of dependencies between pairs of activities, the critical path method (CPM) computes the completion time of the overall project by finding a longest path on the directed acyclic graph $G = (V, A)$. The duration of the project is the length of the longest path, referred to as the critical path, between a source node $s$ representing the start time of the first activity and a destination node $t$ representing the completion of the last activity. The activities on the critical path are monitored carefully as delays in those activities result in delays in the completion time of the project.

The Project Evaluation and Review Technique (PERT) is a simple and prevalent generalization of CPM to incorporate the uncertainty in activity durations. The traditional PERT computes the deterministic critical path using the expected duration of the activities, and then makes an assessment of the probability of completion time of the project based on the deterministic critical path (e.g., Nahmias 2001, Chapter 9). Since the uncertainty is not taken into account when computing the deterministic critical path, the estimation of PERT can be poor. To incorporate the uncertainty, we consider an alternative where we compute a path with maximum VaR.

The VaR at confidence-level $\alpha \in (0.5, 1)$ of duration $D$ is

$$\text{VaR}_\alpha(D) = \sup\{ \ell \in \mathbb{R}: \Pr(D \leq \ell) \leq \alpha \}. \tag{5}$$

Observe that the VaR of any path is at most the value at risk of the project. Let $\mathcal{P}$ be the set of feasible paths, let $D_p$ be the duration of a path $p \in \mathcal{P}$, and let $D^* = \max_{p \in \mathcal{P}} D_p$ be the duration of the project. Since $\Pr(D^* \leq \ell) \leq \Pr(D_p \leq \ell)$ for any $p \in \mathcal{P}$, we have

$$\text{VaR}_\alpha(D^*) = \sup\{ \ell \in \mathbb{R}: \Pr(D^* \leq \ell) \leq \alpha \} \geq \sup\{ \ell \in \mathbb{R}: \Pr(D_p \leq \ell) \leq \alpha \} = \text{VaR}_\alpha(D_p).$$

A path with the largest VaR at confidence-level $\alpha$ thus provides the best lower bound on the VaR of the project. We call such a path a VaR-$\alpha$ critical path.

Let $x_{ij} = 1$ if arc $(i, j) \in A$ belongs to the path and 0 otherwise, $d^+(i)$ denote the set incoming arcs to $i$ and $d^-(i)$ denote the set of outgoing arcs from $i$. If the durations are independent and normally distributed with mean $\mu_{ij}$ and variance $\sigma_{ij}^2$, then the VaR-$\alpha$ critical path corresponds to the optimal solution to

$$\max \left\{ \sum_{(i,j) \in A} \mu_{ij} x_{ij} + \Phi^{-1}(\alpha) \sqrt{\sum_{(i,j) \in A} \sigma_{ij}^2 x_{ij}} \right\} \tag{6}$$

s.t. $\sum_{(j, i) \notin d^+(i)} x_{ij} - \sum_{(i, j) \notin d^-(i)} x_{ij} = \begin{cases} -1 & \text{if } i = s \\ 1 & \text{if } i = t \\ 0 & \text{if } i \in V \setminus \{s, t\} \end{cases}$

$x_{ij} \in \{0, 1\}, \forall (i, j) \in A,$

where $\Phi$ is the c.d.f. of the standard normal distribution. Problem (6) is a case of problem (1), where the objective is submodular but the feasible region is neither down monotone nor a matroid.

Example. Figure 1 illustrates a network with four activities. Using the traditional PERT method, we find that the (deterministic) critical path is given by activities $(s, 2)$ and $(2, t)$, and the duration of the project is
estimated to be exactly 2 at any confidence level. In contrast, for \( \delta \geq 0.08 \), the VaR-critical path is given by activities \((s,3)\) and \((3,t)\), with corresponding VaR \(1.8 + 2.77\delta\) at 97.5% confidence level. The VaR_{97.5}-critical path provides a better assessment of the risk of the project duration.

### 2.4. Robust Optimization with Conic Quadratic Objective

Given a feasible region \( Z \subseteq \mathbb{R}^p \) and matrix \( Q \in \mathbb{S}_p^+ \), consider the problem with the conic quadratic objective

\[
\min_{z \in Z} \left\{ c^T z + \sqrt{z^T Q z} \right\}.
\]

Problem (7) arises when minimizing VaR as a mean-risk objective (e.g., Ahmed 2006, Atamtürk and Narayan 2008). The reader is referred to Lobo et al. (1998) and Alizadeh and Goldfarb (2003) for other applications of conic quadratic optimization.

We describe a robust formulation of problem (7), generalizing the approach given by Bertsimas and Sim (2003, 2004) for linear objectives. Let \( c_0 \) and \( Q_0 \geq 0 \) be the nominal mean and covariance and \( N = \{1, \ldots, n\} \) be a set of potential events, each of which may increase the mean and covariance by \( c_i \geq 0 \) and \( Q_i \geq 0 \), \( i \in N \). For example, \( Q_i \) may represent the increase in volatility and correlations in financial markets for a particular stress scenario. Then, \( c(S) = c_0 + \sum_{i \in S} c_i \), and \( Q(S) = Q_0 + \sum_{i \in S} Q_i \) are the mean and covariance when events \( S \subseteq N \) are realized. The goal of the robust optimization is to find a solution that minimizes the worst objective given that only a small number, \( k \leq n \), events are realized, i.e.,

\[
\min_{z \in Z} \max_{S \subseteq N, |S| \leq k} \left\{ c(S)^T z + \sqrt{z^T Q(S) z} \right\}.
\]

Letting

\[
X = \left\{ x \in [0,1]^n : \sum_{i=1}^n x_i \leq k \right\},
\]

problem (8) can be equivalently stated as

\[
\min_{z \in Z} \max_{x \in X} \left\{ (c_0^T z + \sqrt{z^T Q_0 z}) \mathbb{1} + \sqrt{z^T \mathbb{1}^k Q z} \mathbb{1} + \sum_{i \in N} (c_i^T z) x_i + \sum_{i \in N} (z^T Q_i z) x_i \right\}.
\]

Observe that, for a given value of \( z \), the inner maximization problem is of the form (1) with \( g(x) = \sqrt{\xi + x} \), where \( \xi \geq 0 \) does not depend on \( x \).

### 3. Complexity

In this section, we show that problem (1) is \( \mathcal{NP} \)-hard for the uniform matroid polytope, the path polytope, and the assignment polytope. Note that the results are valid even when \( g \) is given explicitly.

**Proposition 1.** For \( c \geq 0, d \geq 0 \), and any strictly concave function \( g \), problem

\[
\max_{x \in [0,1]^n} \left\{ c^T x + g(d^T x) : \sum_{i=1}^n x_i = k \right\}
\]

is \( \mathcal{NP} \)-hard.

**Proof.** Ahmed and Atamtürk (2011) show that the unconstrained problem

\[
\max_{x \in [0,1]^n} \left\{ -c^T x + g(d^T x) \right\}
\]

is \( \mathcal{NP} \)-hard when \( g \) is the negative exponential function. We first extend their proof for any strictly concave functions. The proof is by reduction from Partition: Given positive numbers \( c_i, i \in N \), Partition calls for a set \( S \subseteq N \) such that \( \sum_{i \in S} c_i = \sum_{i \in N \setminus S} c_i \). If \( \sum_{i \in N} c_i = 0 \), then \( S = \emptyset \) is a trivial answer. Otherwise, let \( y^* = \arg \max_{y \in \mathbb{R}} (g(y) - g(1)y) \), which can be computed in polynomial time since it is the solution of a convex minimization problem (note that if \( g \) is differentiable, \( y^* \) can be computed in closed form). If necessary, by negating and/or scaling the data, we may assume without loss of generality that \( \sum_{i \in N} c_i = 2y^* \). Then, there exists \( S \subseteq N \) with the desired property if and only if

\[
\max_{x \in [0,1]^n} \left\{ -g(1)c^T x + g(c^T x) \right\} = -g(1)y^* + g(y^*),
\]

which is true if and only if \( c^T x = y^* \).

Next, we show that (11) is \( \mathcal{NP} \)-hard. Given an instance of (12), let \( \tilde{c} = \max_{i \in N} c_i \). Then, problem (12) can be written as

\[
\max_{S \subseteq N} \left\{ -\tilde{c}|S| + \sum_{i \in S} (\tilde{c} - c_i) + g\left( \sum_{i \in S} d_i \right) \right\}
\]

\[
= \max_{k = 0, \ldots, n} \left\{ -\tilde{c}k + \max_{x \in [0,1]^n} \left\{ (\tilde{c} - c^T x + g(d^T x) : \sum_{i=1}^n x_i = k \right\} \right\},
\]

which can be solved by solving \( n \) problems of the form (11). □

We will prove \( \mathcal{NP} \)-hardness of problem (1) for special polytopes by reduction from problem (11).
3.1. Uniform Matroid Polytope

The uniform matroid polytope is given by

\[ X = \left\{ x \in [0,1]^n : \sum_{i=1}^n x_i \leq k \right\}, \]

with \( k \in \mathbb{N} \).

**Proposition 2.** Problem (1) is \( \mathcal{NP} \)-hard when \( X \) is the uniform matroid polytope and \( g \) is strictly concave.

**Proof.** Observe that if \( c,d \geq 0 \), \( g \) is nondecreasing and \( X \) is the uniform matroid polytope, then any optimal solution \( x^* \) satisfies

\[ \sum_{i=1}^n x_i = k \] (14)

and is also an optimal solution for (11). In general, given an instance of (11), let

\[ \bar{d} = \min_{j=1,\ldots,n} \left( c_j + g\left( \sum_{i=1}^n d_i \right) - g\left( -d_j + \sum_{i=1}^n d_i \right) \right) \]

and consider the optimization problem

\[ \max_{x \in [0,1]^n} \left\{ \sum_{i=1}^n (c_i - \bar{d}) x_i + g\left( \sum_{i=1}^n d_i x_i \right) : \sum_{i=1}^n x_i \leq k \right\}. \] (15)

Observe that any optimal solution \( x^* \) of (15) satisfies (14) by construction. Moreover, the objective value of any solution satisfying (14) is \( c^* x + g(\bar{d}^* x) - \bar{d} k \) (where \( \bar{d} k \) is a constant), and therefore we see that \( x^* \) is an optimal solution of (11).

3.2. Path Polytope

The path polytope on an acyclic directed graph is described in (6).

**Proposition 3.** Problem (1) is \( \mathcal{NP} \)-hard when \( X \) is the path polytope and \( g \) is strictly concave.

**Proof.** Consider an instance of problem (11). We construct an equivalent path instance on a directed graph \( G = (V,A) \), with \( O(n^2) \) vertices and arcs. Let \( V = \{(i,j) \in \mathbb{Z}^2 : 1 \leq i \leq n+1, 0 \leq j \leq k \} \) be the set of vertices. \( G \) has an arc for the vertex pair \((i,j), (i+1,j)\), with value \((0,0)\), which corresponds to setting \( x_i = 1 \) in problem (11); \( G \) has an arc for \((i,j), (i+1,j+1)\), with value \((c_j,d_j)\), which corresponds to setting \( x_i = 1 \) in problem (11). Note that a path between \((1,0)\) and \((i,j)\) corresponds to a choice of \( x_1,\ldots,x_{i-1} \) such that \( \sum_{i=1}^{i-1} x_i = j \), thus paths between \((1,0)\) and \((n+1,k)\) correspond to feasible solutions of problem (11). Therefore we have that the set of optimal solutions of problem (11) correspond to set of longest paths between \((1,0)\) and \((n+1,k)\).

3.3. Assignment Polytope

The \( m \times m \) assignment polytope is given by

\[ X = \left\{ x \in \mathbb{R}^{m \times m} : \sum_{i=1}^m x_{ij} = 1, \sum_{i=1}^m x_{ij} = 1, x_{ij} \geq 0 \right\}. \]

**Proposition 4.** Problem (1) is \( \mathcal{NP} \)-hard when \( X \) is the assignment polytope and \( g \) is strictly concave.

**Proof.** Consider an instance of problem (11). We construct an equivalent \( n \times n \) assignment instance. Let \( x_{ij} \) have objective values \((c_{ij},d_{ij})\) for \( i = 1,\ldots,k \), and values \((0,0)\) for \( i = k+1,\ldots,n \). Note that given any assignment, we can construct a feasible solution \( \tilde{x} \) to problem (11) with the same objective value: set \( \tilde{x}_{ij} = 1 \) if \( x_{ij} = 1 \) for some \( i \leq k \), and set \( \tilde{x}_{ij} = 0 \) otherwise. Moreover, any feasible solution to (11) corresponds to at least one assignment by construction. Therefore we get that an optimal solution to (11) can be obtained by finding an optimal assignment.

4. Approximation Analysis

In this section, we discuss approximation algorithms for problems (1) and (10) that use the continuous relaxation

\[ \max_{x \in X} c^* x + g(d^* x). \] (16)

In Section 4.1, we describe an algorithm for the maximization problem (1), in Section 4.2, we describe the approach used for the robust problem (10), in Section 4.3, we prove constant approximation ratios for both methods, and in Section 4.4, we give a simple extension for unbounded polyhedra.

4.1. Approximation Algorithm

The approximation algorithm for (1) consists of rounding an optimal solution to the continuous relaxation (16) to particular extreme points \( X \) if the continuous optimal solution is not an extreme point itself.

**Proposition 5.** If there exists an optimal solution to problem (16), then there exists an optimal solution on an edge of \( X \).

**Proof.** Let \( x_0 \) be an optimal solution to (16). Consider the linear optimization problem

\[ \max \ c^* x \]

s.t. \( d^* x = d^* x_0 \)

\[ x \in X. \] (17)

Observe that \( \tilde{X} = X \cap \{ x \in \mathbb{R}^n : d^* x = d^* x_0 \} \) is a nonempty polytope. Let \( x^* \) be an optimal extreme point of \( \tilde{X} \). Note that \( x^* \) is also an optimal solution to problem (16). Let \( F_0 \) be the zero-dimensional face of \( \tilde{X} \) defined by active constraints at \( x^* \). Removing constraint (17) from \( F_0 \) results in a face \( F_1 \) of \( X \) of dimension at most 1. Therefore \( x^* \in F_1 \) and \( F_1 \) is either an extreme point or an edge of \( X \), as desired.
If the face \( F_1 \) described in Proposition 5 has zero dimension, then \( F_1 \) is an optimal solution to problem (1) and the approximation algorithm returns it as the solution. Otherwise, \( F_1 \) is an edge of \( X \), and the approximation algorithm computes the two extreme points of \( F_1 \) and returns the one with the best objective value.

**Proposition 6.** Given a rational polytope \( X \) and a rational optimal solution \( x_0 \) to the continuous problem (16), there exists a polynomial-time algorithm that finds an optimal solution \( x' \) of problem (16) on an edge \( E \) of \( X \) and, if \( x' \) is not an extreme point of \( X \), two extreme points \( x_1 \) and \( x_2 \) of \( E \).

**Proof.** Computing \( F_1 \) as described in Proposition 5 requires finding an optimal extreme point to a linear program (LP), which can be done using a polynomial-time algorithm for LPs that finds an (interior) optimal primal-dual pair, and then using the polynomial algorithm of Megiddo (1991) to find an optimal extreme point. Therefore, computing \( x' \) on an edge \( E \) of \( X \) can be done in polynomial time. If \( x' \) is not an extreme point of \( X \), the two extreme points of \( E \) can be found similarly by solving two auxiliary LPs by converting tight inequalities defining \( F_1 \) into equalities. \( \square \)

The approximation algorithm is displayed in Algorithm 1. We first solve the continuous relaxation (line 1) and compute an optimal \( x' \) on an edge of \( X \). If optimal \( x' \) is a vertex, then we have found an optimal solution to the discrete problem (lines 3–4). Otherwise, we compute the two extreme points of the edge (line 6) and then select the best vertex (line 7).

**Algorithm 1** (Approximation algorithm)

**Input:** \( X \), polytope; \( f \), objective function with \( f(x) = c'x + g(d'x) \).

**Output:** \( x \), a vertex of \( X \).

1: \( x_0 \leftarrow \max_{x \in X} f(x) \)
2: Compute an optimal \( x' \) on edge \( E \).
3: if \( x' \) is vertex, then
4: \( x \leftarrow x' \)
5: else
6: \((x_1, x_2) \leftarrow \text{vertices}(E)\)
7: \( x \leftarrow \arg \max_{\{x_i : i = 1, 2\}} f(x_i) \)
8: end if
9: return \( x \)

**Corollary 1.** If the convex problem (16) can be solved in polynomial time, then Algorithm 1 is a polynomial-time algorithm.

Interior point algorithms can be used to solve convex problems in polynomial time if used with a self-concordant barrier function (Nemirovski and Todd 2008). In particular, if \( g \) is a negative exponential, logarithmic, or power function, then (16) can be solved in polynomial time (see Chapters 5.3.1 and 5.3.2 of Nesterov and Nemirovskii 1994).

### 4.2. Approximation for Robust Conic Quadratic Programs

Note that to have an approximation algorithm to problem (10), an upper bound to problem (1) needs to be computed (instead of a lower bound). To this end, we propose to solve the approximate robust optimization problem

\[
\min_{x \in \mathbb{R}^n} \max_{\epsilon \in \mathbb{R}^m} \left\{ c^T x + \sum_{i=1}^m (c_i' \epsilon_i) x_i + \sqrt{\epsilon^T Q \epsilon + \sum_{i=1}^m (\epsilon_i Q_i) x_i} \right\}, \tag{18}
\]

where the feasible region of the inner maximization problem is relaxed from \( V \) to \( X \). We evaluate the strength of formulation (18) in terms of the translated approximation ratio

\[
\Delta = \frac{\omega_r - \omega_c}{\omega_d - \omega_n}, \tag{19}
\]

where \( \omega_r, \omega_c, \omega_d \) are the optimal objective values of the nominal problem (7), the continuous relaxation (18), and the discrete problem (10), respectively. Note that when \( \omega_n \geq 0 \), a translated approximation ratio \( \Delta \) implies a \( \Delta \)-approximation algorithm in the usual sense for the minimization problem (10).

### 4.3. Approximation Ratio

We now characterize the approximation ratio of Algorithm 1. In this section, we assume that \( c'x \geq 0 \) and \( g(d'x) \geq 0 \) over \( V \). If \( x' \) is a vertex of \( X \), then the algorithm is exact. Now, let \( x_1 \) and \( x_2 \) be two vertices of \( X \) such that \( x' = (1 - \lambda) x_1 + \lambda x_2 \), with \( 0 < \lambda < 1 \), and \( a_i = c'x_i \), and \( b_i = d'x_i \), \( i = 1, 2 \). Without loss of generality, assume that \( g(b_1) \leq g(b_2) \). We can bound the gap between the optimal objective of (16) and the best extreme point solution by

\[
\rho(\lambda) := \frac{f((1 - \lambda) x_1 + \lambda x_2) - \max \{ f(x_1), f(x_2) \}}{\max \{ f(x_1), f(x_2) \}}
\]

\[
= \frac{(a_1 + \lambda(a_2 - a_1) + g(b_1) + \lambda(g(b_2) - b_1))}{\max \{ a_1 + g(b_1), a_2 + g(b_2) \}}
\]

\[
\cdot (\max \{ a_1 + g(b_1), a_2 + g(b_2) \})^{-1}. \tag{20}
\]

For any \( \lambda \in [0, 1] \), we have

\[
\max \{ a_1 + g(b_1), a_2 + g(b_2) \} \geq a_1 + g(b_1) \geq \lambda(2a_2 - a_1) - a_1 - g(b_1), \tag{21}
\]

and

\[
\max \{ a_1 + g(b_1), a_2 + g(b_2) \} \geq a_2 + g(b_2) \geq g(b_2). \tag{22}
\]

Using (21) in the numerator of (20), and (22) in the denominator, we get

\[
\rho(\lambda) \leq \frac{g(b_1) + \lambda(g(b_2) - b_1)) - g(b_1) - \lambda(g(b_2) - g(b_1))}{g(b_2)}
\]

\[
=: \rho_r(\lambda). \tag{23}
\]
Remark 1. A sufficient condition for $a_2 \geq 0$ is that $c \geq 0$ and $x$ is nonnegative. More generally, if $c'x \geq -k$ for $x \in V_X$ and $k \geq 0$, we can use (23) to bound the gap of the problem

$$\max_{x \in V_X} \{k + c'x + g(d'x)\}. \quad (24)$$

Lemma 1. If $g$ is concave, nondecreasing, differentiable, for any $\ell \leq b_1$,

$$\rho(\lambda) \leq \frac{g(\ell + \lambda(b_2 - \ell)) - g(\ell) - \lambda(g(b_2) - g(\ell))}{g(b_2)}. \quad$$

Proof. Since $g$ is nondecreasing, as by assumption $g(b_1) < g(b_2)$, we have $b_1 \leq b_2$. Taking the derivative of (23) with respect to $b_1$, we get

$$\rho'_1(\lambda) = \frac{1}{g(b_2)}(1 - \lambda)(g'(b_1 + \lambda(b_2 - b_1)) - g'(b_1)).$$

Since $g$ is concave, $g'$ is nonincreasing and $g'(b_1 + \lambda(b_2 - b_1)) - g'(b_1) \leq 0$. The function $\rho_1$ is then non-increasing in $b_1$, and setting $b_1 = \ell$, we get the upper bound. □

Lemma 2. If $g$ is concave, nonincreasing, differentiable for any $\ell \geq b_2$,

$$\rho(\lambda) \leq \frac{g(\ell + \lambda(b_2 - \ell)) - g(\ell) - \lambda(g(b_2) - g(\ell))}{g(b_2)}. \quad$$

Proof. The proof is analogous to the proof of Lemma 1. □

We now give approximation ratios for different forms of function $g$.

Proposition 7 (Root Function). If $g(z) = z^p$ with $0 < p < 1$ and $d'x \geq 0$ for all $x \in V_X$, the approximation ratio of Algorithm 1 is

$$\frac{1}{1+(1/p)^{1/(p-1)}(1-p)}. \quad$$

Proof. We use Lemma 1 with $\ell = 0$ to get

$$\rho(\lambda) \leq (\lambda b_2)^{p} - \lambda b_2^{p} \leq \lambda^p - \lambda. \quad (25)$$

Expression (25) is maximized at $\lambda^* = (1/p)^{1/(p-1)}$, and $\rho(\lambda^*) \leq (1/p)^{1/(p-1)}(1 - p)$. The continuous relaxation has then a gap of at most $(1/p)^{1/(p-1)}(1 - p)$ and the result follows. □

Corollary 2. If $g(z) = \sqrt{z}$ and $d'x \geq 0$ for all $x \in V_X$, Algorithm 1 has 4/5 approximation ratio.

Corollary 3. The translated approximation ratio for problem (10) satisfies $\Delta \leq 1.25$.

Remark 2. The gap of the continuous relaxation of the square root function is tight: consider the case in which $X$ has only two extreme points $x_1$ and $x_2$, with $(a_1, b_1) = (1, 0)$ and $(a_2, b_2) = (0, 1)$; the value of an optimal extreme point solution is 1, while the optimal solution to the continuous relaxation is $0.75x_1 + 0.25x_2$, with value 1.25. We can similarly prove that the approximation ratios of 0.72 and 0.68 (approximately) of the cubic and quartic roots are tight.

Proposition 8 (Monotone Function). When $g$ is nonnegative and monotone, Algorithm 1 has an approximation ratio 1/2.

Proof. From (23), we have that

$$\rho(\lambda) \leq \frac{g(b_1 + \lambda(b_2 - b_1)) - g(b_1) - \lambda(g(b_2) - g(b_1))}{g(b_2)} \leq \frac{g(b_2) - g(b_1) - \lambda(g(b_2) - g(b_1))}{g(b_2)} \leq \frac{g(b_2) - g(b_1)}{g(b_2)} \leq 1.$$ 

The continuous relaxation has therefore a gap of at most 100%. In other words, selecting the better of the two extreme points solutions results in a 1/2-approximation guarantee. □

Example: Exponential Utility. Consider the exponential utility function, $g(z) = 1 - e^{-z}$. Consider the case where $X$ has only two extreme points $x_1$ and $x_2$, with $(a_1, b_1) = (1, 0)$ and $(a_2, b_2) = (0, 1)$, and let $\lambda^* = -1/(b_2)\ln((1-e^{-z})/b_2)$. It can be shown that the gap $\rho(\lambda^*)$ defined in (20) approaches 1 as $b$ goes to infinity. For instance, when $b = 100, \rho(\lambda^*) \approx 0.94$.

Example: Logarithmic Utility. Consider the logarithmic utility function, $g(z) = \ln(1 + z)$. Consider the case where $X$ has only two extreme points $x_1$ and $x_2$, with $(a_1, b_1) = (1, 0)$ and $(a_2, b_2) = (0, 1)$, and let $\lambda^* = 1/(b_2)\ln((1+z)/b_2)$. It can be shown that the gap approaches 1 as $b$ goes to infinity. For instance, when $b = 10^4, \rho(\lambda^*) \approx 0.94$.

Example: MNL Probability Function. Consider the MNL probability function, $g(z) = 1 - (1/(1+z))$. Consider the case where $X$ has only two extreme points $x_1$ and $x_2$, with $(a_1, b_1) = (1, 0)$ and $(a_2, b_2) = (0, 1)$, and let $\lambda^* = \sqrt{b_2}-1$. It can be shown that the gap approaches 1 as $b$ goes to infinity. For instance, when $b = 1,000, \rho(\lambda^*) \approx 0.94$.

4.4. Unbounded Polyhedra with Integality Constraints

When $X$ is an unbounded polyhedron, the solution $x^*$ given by Proposition 5 may lie on an extreme ray, in
which case it is not possible to find two extreme points. We consider, in this section, the particular case when $X$ is a polyhedron with integral extreme points and rational rays and the feasible region consists of all integer points of $X$.

In this case, we can still find an optimal solution to the continuous relaxation $x^*$ on a face $F_1$ with dimension at most one as before (Proposition 5). If $F_1$ is an extreme point or an edge, then the algorithm is identical to the polytope case. If $F_1$ is a ray, let $x_1$ be its extreme point. In this case, we let $x_2 = x_1 + \gamma(x^* - x_1)$, where $\gamma$ is the least common multiple of the denominators of the entries of $(x^* - x_1)$. Since $x^*$ is a convex combination of $x_1$ and $x_2$, the analysis of Section 4.3 holds.

5. Implementation

The general algorithm proposed in Section 4.1, despite being polynomial, may not be efficient in practice. In this section, we discuss improvements of Algorithm 1 that exploit additional information on $X$ or function $g$, and we also give an explicit formulation of problem (18).

5.1. 0-1 Polytopes

In many of the applications of problem (1), including those discussed in Section 2, $X$ is a binary polytope, i.e., a polytope with 0-1 valued vertices. Given an optimal solution $x^*$ on an edge of the polytope, we describe a simple $O(n)$ procedure for finding the extreme points $x_1$ and $x_2$, provided that $x^* \neq (x_1 + x_2)/2$. Observe that because $x^*$ is a convex combination of only two binary extreme points, i.e., $x^* = \lambda x_1 + (1 - \lambda)x_2$, each component of $x^*$ is either 0, 1, $\lambda$, or 1 - $\lambda$ for some $\lambda \in (0, 1)$.

Denote by $x(i)$ the $i$-th coordinate of vector $x$. Then, for each $i = 1, \ldots, n$, one of the following cases is true:

- $x(i) = 0$ Let $x_1(i) = 0$ and $x_2(i) = 0$.
- $x(i) = \lambda$ Let $x_1(i) = 1$ and $x_2(i) = 0$.
- $x(i) = 1 - \lambda$ Let $x_1(i) = 0$ and $x_2(i) = 1$.
- $x(i) = 1$ Let $x_1(i) = 1$ and $x_2(i) = 1$.

Note that if $\lambda = 1/2$, it is not obvious how to round the components to 0 and 1 consistently for each component. From the previous observation, the condition $x^* \neq (x_1 + x_2)/2$ is equivalent to having no $x^*_i = 1/2$, which is easily verifiable.

5.2. Lagrangian Relaxation

In many cases, there may be efficient algorithms for maximizing a linear function over $X$, while directly solving the nonlinear problem (16) may be computationally more challenging. Here, we give a Lagrangian relaxation approach that exploits an oracle for the linear optimization problem.

Suppose $g$ is concave and increasing, the inverse $h$ of $g$ is differentiable and the derivative $h'$ has an inverse $h^{-1}$. Then,

$$\max_{x \in X} f(x) = \max_{x \in X} c'x + g(d'x) = \max_{x \in X} \{c'x + t : t \leq g(d'x)\} = \max_{x \in X, t \in \mathbb{R}} \{c'x + t : h(t) \leq d'x\}. \quad (26)$$

Let $y > 0$ be the dual variable associated with the constraint $h(t) \leq d'x$. Since $h$ is convex, the Lagrangian dual with respect to this constraint has no duality gap. We obtain

$$\max_{x \in X} f(x) = \min_{y \geq 0} \max_{x \in X, t \in \mathbb{R}} (c' + yd')x + t - yh(t) = \min_{y \geq 0} \theta(y). \quad (27)$$

Note that $\theta(y)$ is a one-dimensional convex function, which can be optimized using line search methods.

We now describe how to evaluate $\theta(y)$. Taking derivatives in (27) with respect to $t$, we find that $1 - yh'(t) = 0$, or $t = h'^{-1}(1/y)$. Replacing in (27), we obtain

$$\theta(y) = h'^{-1} \left( \frac{1}{y} \right) - yh \left( h'^{-1} \left( \frac{1}{y} \right) \right) + \max_{x \in X} (c' + yd')x,$$

which can be computed efficiently using the linear oracle.

Example: Square Root Function. For $g(z) = \beta \sqrt{z} + \xi$, we have that $h(z) = (z/\beta)^2 - \xi$, $h' = 2z/\beta^2$, $h'^{-1} = \beta^2/2$, and

$$\theta(y) = \frac{\beta^2}{4y} + y\xi + \max_{x \in X} (c' + yd')x.$$

Example: Exponential Utility. For $g(z) = 1 - e^{-z}$, we have that $h(z) = -\ln(1 - z)$, $h' = 1/(1 - z)$, $h'^{-1} = 1 - 1/z$ and

$$\theta(y) = 1 - y + y \ln(y) + \max_{x \in X} (c' + yd')x.$$

Example: Logarithmic Utility. For $g(z) = \ln(1 + z)$, we have that $h(z) = e^z - 1$, $h'(z) = e^z$, $h'^{-1}(z) = \ln(z)$ and

$$\theta(y) = y - \ln(y) - 1 + \max_{x \in X} (c' + yd')x.$$

Example: MNL Probability Function. For $g(z) = z/(1 + z)$, we have that $h(z) = z/(1 - z)$, $h'(z) = 1/(1 - z)^2$, $h'^{-1}(z) = 1 - 1/\sqrt{z}$, and

$$\theta(y) = (1 - \sqrt{y})^2 + \max_{x \in X} (c' + yd')x.$$

Proposition 9. Given a precision parameter $\epsilon > 0$, (27) can be solved with $O(\ln(g'(d'x_\epsilon)/\epsilon))$ calls to the linear optimization oracle, where $x_\epsilon = \arg \max_{x \in X} c'x$. 
Proof. Let \( y' = \arg \min_{y \geq 0} \theta(y) \), and let \( x' \) and \( t' \) be optimal solutions to (26). Since \( t' = g'(d'x') \) and \( t = h^{-1}(1/y') \), we have that \( y' = 1/(h'(g(d'x'))) \). Using the inverse function theorem, we get that \( y' = g'(d'x') \). Moreover, \( c'x_1 \geq c'x' \) and \( d'x_1 \leq d'x' \), and since \( g \) is concave, \( g' \) is nonincreasing and, in particular, \( g'(d'x') \leq g'(d'x_j) \). Therefore \( 0 \leq y' \leq g'(d'x_j) \), and solving problem (27) using the golden section search requires
\[
\left[ \frac{\ln(g'(d'x_j))/e}{-\ln(0.618)} \right] + 2
\]
calls to the linear oracle. \( \square \)

Remark 3. Let \( y' = \arg \min_{y \geq 0} \theta(y) \). If \( \max_{x \in \mathbb{R}^n} (c + y'd)x \) has a unique optimal solution \( x' \), then \( x' \) is an optimal solution to problems (16) and (1). Otherwise, if \( \max_{x \in \mathbb{R}^n} (c + y'd)x \) has optimal extreme point solutions \( x_1 \) and \( x_2 \), then there exists an optimal solution \( x' \) to problem (16), which can be written as a convex combination of \( x_1 \) and \( x_2 \). Moreover, note that each evaluation of \( \theta(y) \) yields a vertex of \( X \). Therefore, instead of selecting the best vertex among \( x_1 \) and \( x_2 \), we can select the best among all evaluated vertices, resulting in a practical improvement of Algorithm 1.

Remark 4. The Lagrangian relaxation provides an upper bound on the optimality gap, given by
\[
\frac{|V_{\text{cont}} - V_{\text{int}}|}{V_{\text{int}}}, \tag{28}
\]
where \( V_{\text{cont}} = \min_{y \geq 0} \theta(y) \) is the value of the continuous relaxation and \( V_{\text{int}} \) is the objective value of the best extreme point found.

5.3. Approximate Robust Formulation

In this section, we discuss how to solve the approximate robust conic quadratic optimization [ARC\(\mathcal{O}\)] problem

(AARC\(\mathcal{O}\))
\[
\zeta := \min_{z \in \mathbb{R}^n} \max_{y \geq 0} \left\{ c'_y z + \sum_{i \in \mathbb{N}} (c'_i z) x_i + \sqrt{z'Q_0 z} + \sum_{i \in \mathbb{N}} (z'Q_i z) x_i : \right.
\]
\[
A x \leq b, x \geq 0 \}
\]
\[
= \min_{z \in \mathbb{R}^n, y \geq 0} \left\{ \frac{1}{4y} + c'_y z + y z'Q_0 z + \max_{A x \leq b, y \geq 0} \sum_{i \in \mathbb{N}} (c'_i z + y z'Q_i z) x_i \right\},
\]
where the equality follows from the analysis in Section 5.2. Let \( w \) be the dual variables associated with the inner maximization problem. Using standard LP duality, we get that
\[
\zeta = \min_{z \in \mathbb{R}^n} \left( \frac{1}{4y} + c'_y z + y z'Q_0 z + b'w \right)
\]
where \( A'_i \) denotes the transpose of the \( i \)-th column of \( A \).

A case of particular interest is when \( Z \) is a second-order cone programming (SOCP) representable convex set.

Proposition 10. If \( Z \) is SOCP representable, then the ARC\(\mathcal{O}\) problem [ARC\(\mathcal{O}\)] is SOCP representable.

Note that there are efficient interior point algorithms for the special case of SOCPs (e.g., Nesterov and Todd 1998).

Remark 5. Unlike the linear case studied in Bertsimas and Sim (2004), the exact robust counterpart (10) is \( \mathcal{NP} \)-hard. Note that most robust counterparts of conic quadratic programs are \( \mathcal{NP} \)-hard, and safe tractable approximations are used instead (Ben-Tal et al. 2009, Chapters 5–7). In our case, the approximation ratio is constant (1.25), and the approximation belongs to the same complexity class as the nominal problem (7).

5.4. Computational Complexity

We now discuss the theoretical computational complexity of the approximation algorithm for specific polytopes, and compare it with the existing approaches in the literature.

5.4.1. Computational Complexity for the Uniform Matroid

The greedy algorithm, with complexity \( O(n k) \), is a well-known approach to tackle a monotone submodular maximization problem over the uniform matroid. We now argue that the Lagrangean version of the approximation algorithm described in 5.2 may be preferable in large instances.

First, note that maximizing a linear function over the uniform matroid can be done in \( O(n) \) time using quick select. The complexity of the approximation algorithm is thus \( O(n \ln(g'(d'x_j))/e) \). Note that \( c \) corresponds to the required precision of a Lagrangean multiplier related with the nonlinear term, and does not depend on \( n \) or \( k \). Moreover, for the exponential utility, logarithmic utility, and the MNL probability function, we have that \( g'(d'x) \leq 1 \) whenever \( d'x \geq 0 \) (a similar dimension-independent upper bound can be obtained for the square root function if \( \xi > 0 \)). Therefore we see in small instances with high precision (i.e., \( k < \ln(1/e) \)) the greedy algorithm is preferable, but in instances
with large values for \( k \) and \( n \), the proposed approximation algorithm is faster.

Badanidiyuru and Vondrak (2014) proposed another algorithm for maximizing a submodular function over the uniform matroid that does not depend on \( k \). However, the complexity of their algorithm is \( O((n/e) \cdot \ln(n/e)) \), which is worse than the complexity of our approximation algorithm for all values of \( n \).

5.4.2. Computational Complexity for Matroids. We consider the case when \( X \) is a matroid, which is known through an independence oracle. There are randomized algorithms for maximizing a monotone submodular function, which rely on the multilinear extension, but such algorithms are computationally expensive. For example, the algorithm of Calinescu et al. (2011) runs in \( \tilde{O}(n^8) \) time, and the authors comment that the high complexity is due to the number of samples necessary to achieve high probability bounds. A more efficient algorithm was proposed by Badanidiyuru and Vondrak (2014), with complexity \( \tilde{O}(1/e^4)k n \ln^2(n/e) + T((1/e^2)n \ln(n/e) + (1/e)^2)) \), where \( k \) is the maximum cardinality of a feasible solution and \( T \) is the time complexity of the independence oracle. Observe that the time complexity of the Lagrangian version of our approximation algorithm is better: finding a maximum-weight independent set (linear oracle) can be done in \( O(n \ln n + Tn) \) using the greedy algorithm, and the overall complexity of the algorithm is thus \( O((n \ln n + Tn) \ln(1/e)) \).

5.4.3. Computational Complexity for 0-1 Down-Monotone Polytopes. Vondrak et al. (2011) propose a general framework for maximizing a submodular function over down-monotone polytopes using contention resolution schemes, which are general randomized rounding techniques that convert a fractional solution obtained from solving a relaxation into a feasible integer solution while preserving the quality of the solution. However, finding such a resolution scheme (which depends on fractional solution found) is computationally challenging, even when the polytope is a matroid: it requires solving an LP, which is only known through a separation oracle (using the ellipsoid method, which is known to perform poorly in practice), and in which each evaluation of the separation oracle is noisy (if \( \epsilon \) is the maximum violation allowed for a given constraint, then we require \( \text{poly}(1/\epsilon) \) calls to the separation oracle to guarantee feasibility with high probability). In contrast, using the techniques described in Section 5.1, we deterministically recover a feasible solution in only \( O(n) \) time.

5.4.4. General Case. Most approximation algorithms in the literature rely on rounding down fractional solutions, and such algorithms do not guarantee feasibility if the polytope is not down monotone (to the best of our knowledge there is no other approximation algorithm for general polyhedra). In contrast, our approach exploits the structure of the objective function, but it makes no assumption about the polyhedron besides the existence of an efficient optimization oracle.

6. Computational Experiments

In this section, we study the empirical performance of the approximation algorithm. First, we test the approximation algorithm in instances for which there are other approximation methods in the literature (Section 6.1). Then, in Section 6.2, we test the approximation algorithm in the assignment polytope. In Section 6.3, we test the approximation algorithm for the PERT application discussed in Section 2.3, and in Section 6.4, we test the approximation algorithm for the robust optimization application as discussed in Section 2.4. Note that for the assignment polytope, PERT, and robust optimization applications, methods based on submodularity are not applicable. All experiments are conducted on one thread of a Dell computer with a 2.2 GHz Intel®Core i7-2670QM CPU and 8 GB main memory.

6.1. Experiments for the Uniform Matroid Polytope

In this section, we conduct computational experiments over the uniform matroid, comparing the proposed approximation algorithm and the greedy algorithm. We solve the problems with the Lagrangian approach described in Section 5.2, using the golden section for the line search and quickselect as the linear oracle.

Each coefficient \( c_i \) is generated uniformly in \([0, 1]\) and scaled so that \( \sum \epsilon c_i = 1 \). Each coefficient \( d_i \) is generated uniformly in \([0, 1/c_i]\), and scaled so that \( \sum \epsilon d_i = 1 \). The scaling ensures that the weights of the linear and nonlinear parts of the objective are similar, and the coefficients are generated so that there is a trade-off between the linear and nonlinear contributions. Both of these choices contribute to making the instances more challenging. We set \( k = n/10 \) and we use \( g(x) = 1 - e^{-2x} \), as in the reliability problem described in Section 2.1.

Table 1 shows, for different values of \( n \), the time required by the approximation algorithm and the greedy algorithm to solve the instances in milliseconds and the gap between the solutions found, computed as

\[
\frac{\hat{f}^*_{\text{Greedy}} - \hat{f}^*_{\text{Approx}}}{\hat{f}^*_{\text{Greedy}}}
\]

where \( \hat{f}^*_{\text{Greedy}} \) and \( \hat{f}^*_{\text{Approx}} \) are the objective values of the solutions found by the greedy algorithm and the approximation algorithm, respectively. Each column represents the average over five instances generated with the same parameters. We also computed an upper
bound of the gap with respect of the optimal solution using (28), and the gaps are under 0.1% for both approaches.

We see that the solutions generated by both approaches are very similar in terms of the objective value. Yet, the proposed approximation algorithm is faster than the greedy algorithm for all cases, and is considerably so for the larger instances.

As we observed in Section 5.4, the time complexity of existing approximation algorithms for other down-monotone polytopes is much larger than the complexity of the greedy algorithm. The results for the uniform matroid polytope suggest the performance of the approximation algorithm may be orders of magnitude faster than existing approaches in other polytopes in practice.

6.2. Experiments for the Assignment Polytope

In this section, we conduct computational experiments over the $n \times n$ assignment polytope. We solve the problems with the Lagrangian approach described in Section 5.2, using the golden section for the line search and the Hungarian method as the linear oracle. The coefficients are generated as described in Section 6.1, and we use $g(x) = d'x/(1 + d'x)$, as in the assortment problem described in Section 2.2.

Table 2 shows, for different values of $n$, the time required by the approximation algorithm to solve the instances in milliseconds and the upper bound of the optimality gap given by (28). Each column represents the average over five instances generated with the same parameters.

We observe that in problems with $n \geq 100$, the solutions to the approximation algorithm are very close to optimal, and in the smaller instances, the average gap is at most 0.24%. In both cases, the approximation theorem gap is far from the worst-case bound. Moreover, the approximation algorithm can solve instances with $n = 1,000$ (i.e., 1,000,000 variables) in under three seconds.

6.3. PERT

The networks for the critical path experiments are constructed as follows. Let $V = \{0, 1, \ldots, r\}$ and $p$ be the density parameter. For each pair $(i, j)$, $i < j$, construct an arc with probability $p$. For each arc $ij$, the expected duration $c_{ij}$ is drawn from $U[0.5(j - i), 1.5(j - i)]$, and the standard deviation $\sqrt{d_{ij}}$ from $U[0.25c_{ij}, 0.75c_{ij}]$.

The goal is to find the critical $0-r$ path that best approximates the VaR at confidence-level $\alpha$ of the completion time of the project (as defined in (5)). We compare the two approaches described in Section 2.3.

Det critical. We use the VaR of the deterministic critical path.

VaR critical. We use the Lagrangian version of the approximation algorithm to solve problem (6), and use the resulting path to approximate the VaR. For each instance, we compute the simulated VaR (VaR$_{\text{sim}}$) of the completion time of the project using Monte Carlo simulation with 2,000 replications. In each replication, we generate samples for the duration of each path according to the normal distributions. We then compute $\text{VaR}_\alpha(D) = \sup\{\ell \in \mathbb{R} : \Pr(D \leq \ell \leq 1 - \alpha)\}$ using binary search on $\ell$, and we evaluate $\Pr(D \leq \ell)$ by the fraction of replications in which $D \leq \ell$ (where $D$ is the length of the critical path).

Table 3 presents the results for instances with 50 nodes. It shows the density $p$; the solution approach used; and for varying confidence levels the estimated VaR $\text{VaR}_{\text{est}}$, and the gap between $\text{VaR}_{\text{est}}$ and $\text{VaR}_{\text{sim}}$, computed as

$$\frac{\text{VaR}_{\text{sim}} - \text{VaR}_{\text{est}}}{\text{VaR}_{\text{sim}}}.$$

Each row represents the average over five instances generated with the same parameters. In all cases, the solution of approximation algorithm is within 0.1% of optimal (computed using (28)) and computing the VaR$_\alpha$-critical path takes less than 0.1 seconds.

The computational experiments suggest that explicitly using the risk information to select the critical path results in paths that better estimate the VaR of the project compared to using the deterministic critical path by PERT: the gap between the estimated and true VaR of the project is reduced by almost half. Note that the quality of the approximation for both approaches decreases as the density of the network increases, and the VaR$_\alpha$-critical path is comparatively better for higher values of confidence.

These experiments on estimating project duration indicate that the approximation algorithm is effective in finding optimal solutions to VaR-critical path problem.
Table 3. Duration estimates in networks with 50 nodes

<table>
<thead>
<tr>
<th>Density</th>
<th>Method</th>
<th>90% CL</th>
<th>97.5% CL</th>
<th>99% CL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>Det</td>
<td>10.137</td>
<td>6.132</td>
<td>2.000</td>
</tr>
<tr>
<td>0.5</td>
<td>VaR</td>
<td>10.811</td>
<td>10.810</td>
<td>10.811</td>
</tr>
<tr>
<td>0.5</td>
<td>Sim</td>
<td>10.008</td>
<td>10.008</td>
<td>10.008</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>14.441</td>
<td>14.441</td>
<td>14.441</td>
</tr>
</tbody>
</table>

6.4. Robust Portfolio Optimization

We illustrate the method for robust conic quadratic programs proposed in Section 4.2 using a canonical finance application. Given a set of assets \( N = \{1, \ldots, n\} \), with expected return \( \mu \) and covariance matrix \( \Sigma \), the portfolio with minimum VaR can be found by solving the optimization problem

\[
\min_{z \in \mathbb{R}^n} \left\{ -\mu'z + \beta \sqrt{z' \Sigma z} \right\},
\]

where \( Z = \{ z \in \mathbb{R}^n : \sum_{i \in N} z_i = 1 \} \) is the set of long-only budget-constrained portfolios.

For simplicity, we test the case where \( \Sigma \) is a diagonal matrix with entries \( \Sigma_{ii} = \sigma_i^2 \). In the robust version, we consider the events that may reduce the expected return of asset \( i \) to \( \mu_i - c_i \), and increase the variance of it to \( \sigma_i^2 + d_i \). The decision maker wishes to select a robust portfolio, given that \( k \) of the events happen simultaneously.

For the particular case of diagonal \( \Sigma \) and each event corresponding to a single variable, the approximate robust formulation in Section 5.3 can be further simplified to

\[
\min \left\{ \frac{1}{4} \hat{y} - \sum_{i \in N} \mu_i z_i + \sum_{i \in N} \sigma_i^2 v_i + kw \right\}
\]

\[
\text{s.t. } \quad w \geq c_i z_i + d_i v_i \quad i = 1, \ldots, n
\]

\[
z_i^2 \leq \hat{y} v_i \quad i = 1, \ldots, n
\]

\[
z \in Z, \quad \hat{y} \geq 0, \quad w \geq 0, \quad v \geq 0.
\]

Table 4. Robust portfolio results

<table>
<thead>
<tr>
<th>n</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time approximation (ms)</td>
<td>8</td>
<td>10</td>
<td>17</td>
<td>35</td>
<td>36</td>
<td>39</td>
<td>59</td>
</tr>
<tr>
<td>Time exact (ms)</td>
<td>59</td>
<td>1,092</td>
<td>7,904</td>
<td>33,252</td>
<td>101,113</td>
<td>266,131</td>
<td>601,215</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>1.000</td>
<td>1.008</td>
<td>1.004</td>
<td>1.001</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

To compute the optimality gap, we solve the robust problem \((10)\) exactly by enumerating all extreme points of the uniform matroid polytope, i.e.,

\[
\min t
\]

\[
\text{s.t. } \quad t \geq -\sum_{i \in N} (\mu_i - c_i x_i) z_i + \sqrt{\sum_{i \in N} (\sigma_i^2 + d_i x_i) z_i^2} \quad \forall x \in V_X
\]

which requires \( \binom{n}{k} \) conic quadratic constraints.

We solve both formulations using CPLEX 12.6.2. In our experiments, we use \( k = 3, \beta = 2, \mu_i \) is drawn from \( U[0, 1] \), \( \sigma_i \) is drawn from \( U[0, 2\mu_i] \) (thus risky assets have, on average, high expected return) and \( c_i \) and \( \sqrt{d_i} \) are drawn from \( U[0, 2] \). Table 4 presents the results. It shows, for \( n \) between 10 and 70, the time required to solve the problems for both formulations in milliseconds, and the value of the approximation ratio \((19)\).

Each column represents the average over five instances generated with the same parameters. For instances, with \( n > 70 \), formulation \((29)\) is impractical due to its high memory requirement.

We see that the approximate robust formulation is very accurate in practice, finding optimal solutions (with \( \Delta = 1 \)) in most of the cases. Its performance is far from worst-case bound of 1.25. We also observe that the approximate robust problem scales very well in practice.

7. Conclusions

In this paper, we consider the problem of maximizing a class of concave utility functions over the extreme points of a polytope, which is \( \mathcal{NP} \)-hard for many classes of polytopes. Such problems naturally arise in combinatorial problems in which the feasible region is composed of the extreme points of an integral polytope. We exploit the property that there exists a solution of the continuous relaxation of the problem on an edge of the polytope to develop an approximation algorithm. The algorithm requires either an oracle for the continuous relaxation of the nonlinear problem, or an oracle for LPs over the polytope, and is polynomial time under mild assumptions on the function \( g \) and the polytope \( X \). We prove that the proposed approach is a 1/2-approximation. When the concave function in the objective is the square root function,
the proposed approach is a 4/5-approximation. We also propose a simple 1.25-approximation algorithm for a class of robust conic quadratic minimization problems. Computational experiments suggest that both approaches find solutions with very small optimality gap, are much more efficient than alternatives found in the literature in some cases, and are the first approximation algorithms proposed for other cases.

Endnotes
1 When \( h \) is accessible through sampling, the condition \( \hat{h}(S) < h(S) < ah(S) \) needs to hold only in most of the sets with high probability.
2 It is not possible to have an approximation algorithm for (10) when \( \omega_j < 0 \): it is possible to construct nontrivial instances where \( \omega_j = 0 \), and every other feasible solution is arbitrarily bad in comparison.
3 Experiments with other functions yield similar results.
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