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Abstract— In surgical tumor removal, inaccurate localization
can lead to removal of excessive healthy tissue and failure
to completely remove cancerous tissue. Automated haptic pal-
pation has the potential to precisely estimate the geometry
of embedded tumors during robot-assisted minimally invasive
surgery. We formulate the tumor boundary localization prob-
lem in terms of Bayesian optimization along implicit curves
defined by a Gaussian Process representation of estimated
tissue stiffness. We formulate three palpation algorithms in
this context: (1) Expected Variance Reduction (EVR), which
emphasizes exploration by minimizing variance, (2) Upper
Confidence Bound (UCB), which balances exploration with
exploitation using the estimated mean, and Implicit Level Set
UCB (ILS-UCB), a variant of UCB that prioritizes sampling
near a level set. We compare these algorithms in controlled
simulation experiments, varying levels of measurement noise
and bias. We find that ILS-UCB significantly outperforms the
other algorithms in terms of symmetric difference between
tumor boundary estimate and ground truth, reducing error
by up to 10x. In initial physical experiments with a haptic
probe and the Intuitive dVRK surgical robot using multiple
sample points and a variant of travelling salesman to plan
paths between them, the ILS-UCB algorithm is 4x faster than a
raster scan path. Details and supplementary material available
at: berkeleyautomation.github.io/gpas

I. INTRODUCTION

Palpation—using the sense of touch to examine part of the
body or organ—is frequently used during surgery for in-situ
assessment and localization of cancerous tissue for diagnosis
or tumor resection. During open surgery, a surgeon can
directly palpate tissue to allow identification and localization
of subsurface structures or tumors based on changes in tissue
stiffness relative to the surrounding substrate [27].

Robotic Surgical Assistants (RSAs), such as Intuitive
Surgical’s da Vinci system have been shown to facilitate
precise minimally invasive surgery [3, 26] by providing
increased dexterity and control to the surgeon. While there
have been advances in providing haptic feedback for Robot-
assisted minimally invasive surgery (RMIS) [15], RSAs used
in clinic still largely lack haptic sensing. During an RMIS
procedure, the operating surgeon depends primarily on vision
for complex tasks such as tumor localization and resection.

Despite the increasing use of RMIS in cancer treat-
ment [20], the lack of haptic perception during RMIS, as
compared to open surgery, has been shown to increase the
risk of accidental tissue damage [4] and the likelihood of
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Fig. 1: This figure illustrates autonomous localization of an em-
bedded tumor in tissue phantom. The image on top shows the
experimental setup with a palpation probe on Da Vinci Research
Kit (dVRK). The sequence of images in the bottom illustrates the
progression of the estimate of stiffness mean in tissue phantom at
intermediate stages (i=2, 4) and also the final estimate (i=10) with
estimated boundary of the tumor shown by a black line.

leaving behind cancerous cells during tumor resection [28].
Moreover, RMIS procedures are primarily controlled by
surgeons in a local teleoperation mode (master-slave with
negligible time delays). Introducing autonomy of surgical
sub-tasks such as tumor localization with palpation has the
potential to assist surgeons, reduce fatigue & cognitive load,
and facilitate supervised autonomy.

To plan and automate tumor removal, a precise estimate
of the tumor boundary is necessary. Cancerous tumors are
however often visually indistinguishable and embedded in
healthy tissue. Uncertainty in the location of tumor (or cyst)
boundary during surgery can result in imprecise incision. A
negative margin could result in an excessively conservative
estimate (cutting out healthy tissue), while a positive margin
could result in breaking the tumor membrane and spreading
cancerous tissue.

In this paper, we propose an autonomous tumor local-
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ization algorithm for palpation in robot-assisted minimally
invasive surgery. We formulate the tumor boundary localiza-
tion problem as Bayesian optimization along implicit curves
defined by a Gaussian Process representation of estimated
tissue stiffness. Our approach performs adaptive sampling
using a sampling criterion that balances exploration and
exploitation along estimated level sets of the surface stiffness
as opposed to creating a stiffness map for the entire search
area.

We compare our approach to two other palpation algo-
rithms for mapping subsurface stiffness, one which priori-
tizes exploration alone, and one which balances exploration
and exploitation of high stiffness areas, as opposed to along
implicit curves. We evaluate the symmetric difference in the
boundary estimate obtained with the ground truth in all three
cases as described in Section VI. Simulation results suggest
that our method converges to the tumor boundary faster and
can accommodate higher levels in measurement noise and
bias. In addition to verification in simulation, we demonstrate
preliminary results for autonomous segmentation of subcu-
taneous tumor in soft tissue phantom with an end-effector
mounted palpation sensor presented in our prior work [17]
on the da Vinci Research Kit (dVRK) [30]. Initial results
on dVRK suggest that our approach can localize the tumor
boundary up to 4x faster than uniform raster search.

II. BACKGROUND AND RELATED WORK

Palpation sensors are a subclass of haptic and force sensors
that mimic the biological sense of cutaneous touch. In RMIS,
palpation sensors can estimate relative tissue stiffness and
allow the surgeon to adjust force control input for safer
tissue manipulation. Haptic feedback can be obtained by
using a number of transduction principles [15, 21]. See Girão
et al. [8] and Tiwana et al. [25] for surveys of existing
haptic and force feedback devices in the context of robotic
and biomedical applications respectively. Konstantinova et
al. [15] provide a survey of a number of RMIS haptic
feedback devices.

Haptic Tumor Localization. A number of recent works have
focused on leveraging haptic feedback to automate mapping
subsurface stiffness or material variation in soft tissue for
RMIS procedures. Nichols et al. [19] present a method for
haptic localization of subcutaneous tissue boundaries. Their
method uses elastography data to train a classifier for stiff-
ness discrimination between tumors and surrounding tissue,
and explores the search space using discrete measurements
along a grid, performing local refinement around points
that are classified as boundaries of a tumor. In Goldman
et al. [9], a method for automated palpation is presented
that recursively increases measurement resolution in areas
where the measurement passes a certain threshold. Ayvali
et al. [1], present an algorithm to automate palpation for
stiffness mapping for the purpose of registration of surface
geometry to pre-operative data.

Active Search and Mapping. Our approach draws on prior
work from adaptively estimating shapes and curves using

noisy measurements. Literature from automating grasping
and grasp planning, for example, examines the problem of
estimating and refining 2D and 3D estimates of objects using
different sensing modalities [2, 6, 11]. Dragiev et al. [6]
represent the shape of 3D objects using Gaussian Process
implicit surfaces (GPIS), and their algorithm explores the
shape estimate by attempting grasps in areas with highest
variance along the implicit surface, using information from
failed grasp attempts (missing or unexpected contacts) to
refine the GPIS estimate. The method by Bjorkman et al. [2]
initializes an object shape estimate using stereo vision, and
calculates a Gaussian process implicit surface representation
of object geometry. The estimate is then refined by iteratively
collecting haptic measurements at points along the estimated
surface with the highest predicted uncertainty. In Hollinger et
al. [13], coverage-based inspection paths are planned based
on estimated uncertainty over a Gaussian Process Implicit
surface (GPIS) model of a ship’s hull.

The approach presented in this paper is most closely
related to recent work in active level-set estimation using mo-
bile sensors for environmental modelling [10, 12], In these
applications, the idea is that rather than trying to achieve
low estimate error everywhere, one should instead look for
regions that represent boundaries of level sets, or where a
scalar function crosses a specific threshold. Both [10, 12] use
a sampling criterion based on the ambiguity of the function
value at a particular point being above or below the selected
threshold to drive selection of subsequent sampling locations.
In [12], a receding horizon path planner is used to plan
efficient paths for sensing to reduce uncertainty specifically
around a threshold value for plankton level modeling using
aquatic robots. In Gotovos et al. [10], a traveling salesman
algorithm is used to plan paths that sample a set of new mea-
surement sites chosen using the same information measure.

III. PROBLEM STATEMENT

This paper studies the problem of localizing the bound-
ary of a subcutaneous tumor using a palpation probe that
provides a measure of effective surface stiffness.
Assumptions. We assume a solid, connected 3D tumor is
embedded in a volume of tissue. We assume that we have
access to the surface of the tissue for probing, that the surface
geometry is known, and that the boundary of the tumor
projected on the surface is smooth with an upper bound
on the local curvature (κ). We assume the tumor is within
depth d from the surface, resulting in measurable stiffness
differences, and that the difference in effective stiffness
measured at the surface due to the embedded tumor is at
least ∆k.
Expected Output. The goal is to estimate the non-parametric
curve C representing the projection of the subcutaneous
tumor(s) T on the soft tissue surface. The curve is defined by
level sets of the stiffness S(x) over the surface parameterized
by x∈R2 measured using the palpation probe. Our algorithm
produces a sequence of locations on the surface for palpation.
Evaluation. In our simulation experiments, we assume we
have access to the ground truth of the inclusion boundary,
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(a) Gaussian Process Mean and Variance Estimate (b) Three different Palpation Algorithms
Fig. 2: (a) Mean and variance of a circular tumor for Gaussian process estimate after 2 iterations of batch size 10 in simulation. (b)
Different palpation algorithms evaluated for the Gaussian Process estimate (a). EVR prioritizes exploration in unsampled regions, UCB
prioritizes exploitation of the maximum stiffness areas and uncertainty, and ILS-UCB balances prioritizes sampling near level sets between
the max and minimum values, and uncertainty.

CGT . We evaluate the proposed method and compare to other
sampling approaches by comparing the symmetric difference
between ground truth (CGT ) and the algorithm estimate (C).
Note that we penalize both under and overestimation equally.

IV. GAUSSIAN PROCESS ADAPTIVE SAMPLING

Algorithm overview. The stiffness map estimate S(x), rep-
resented as a Gaussian process, is initialized with mea-
surements collected at randomly selected locations. In the
results shown in Section VI and VII, we use 5 initial
measurements. Based on the current estimate and uncertainty,
measurement locations are iteratively selected according to
sampling criterion, defined in Section V, to refine the es-
timate. Measurements are taken, and appended to the set
of data used to retrain the Gaussian Process. The updated
estimate is then used to select new locations to probe.

Gaussian processes. GPs extend multivariate Gaussian dis-
tributions to infinite dimensionality [22]. Formally, a Gaus-
sian process generates data located throughout a domain such
that any finite subset of the range follows a multivariate
Gaussian distribution. Gaussian processes (GP) are often
used for estimating and modeling continuous spatial data. GP
models provide a smooth estimate everywhere, even given
sparse sets of training data, allow multi-modal sensor fusion,
and provide statistical representation of the estimate useful
for active estimate refinement using Bayesian optimization
methods. We use a Gaussian process to represent the stiffness
S(x) and associated uncertainty from the observed palpation
measurements.

A. Overview: Gaussian Process Regression

In general, the input data for a Gaussian process is a set of
training data D with observations Y taken at points X , or D=
{X ,Y}= {x1,y1), ...(xn,yn)} for a set of n training samples.
The Gaussian Process model treats a function f as a noisy
spatial process yi = f (xi)+ δ , where x ∈ R2, δ ∼ N (0,σ)
is additive zero-mean Gaussian measurement noise. Given
training data D, the posterior distribution for the function f (·)
at new points x+ is Gaussian with mean µx+ and variance
σ2

x+ , i.e.

p( f (x+)|x+,X ,Y ) = N ( f (x+); µx+ ,σ
2
x+),

where
µx+ = kT

+(K +σ
2
n I)−1Y, (1)

σ
2
x+ = k(x+,x+)− k(x+,X)T (K +σ

2
n I)−1k(x+,X) (2)

Here k(x+,X) is the n×1 vector of covariances between x+

and the n training inputs X, K is the covariance matrix of
the inputs X and σ2

n is the noise variance of the sensor. The
covariance function (or kernel) K determines the correlation
between input locations xi. We use the squared exponential
kernel [22]. And σ2

n is the variance corresponding to the
additive noise term δ (.).

The stiffness S(x) is then used to define the tumor
boundary contour (C). Implicit curves are defined by the
set of points for which an implicit function—a scalar-
valued function defined over R2—takes on a particular value
[7, 5, 16]. We define the tumor boundary (C) as an implicit
curve based on a Gaussian process representing the stiffness
S(x). We define the tumor boundary as the α-level set for
the stiffness S(x), such that:

S(x)


= α, x on C
> α, x inside C
< α, x outside C.

(3)

Since S(x) is an estimate with associated uncertainty, we de-
fine the implicit curve using the Gaussian process mean and
choose α based on maximum and minimum deflection mea-
surements observed, representing likely tumor boundaries.
This relaxes the need to define precise expected stiffness
measurements prior to probing.

V. THREE PALPATION ALGORITHMS

Below, we introduce three palpation algorithms that use
different sampling criterion for generating sequential mea-
surements, which we evaluate in Section VI. All three
iteratively select measurements by optimizing a sampling
criterion A(µt−1(x),σt−1(x)), parametrized by the sufficient
statistics of the estimate, the mean µ(x) and variance σ(x)
of the Gaussian process.1

For all three palpation algorithms, we select sampling
locations that maximize the sampling criterion over the

1Sampling criterion are often referred to as acquisition functions in
Gaussian process optimization.
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search space X . Because the variance depends only on the
locations of samples (see eq. (2)), not the measurements, one
can select sets of sample points that take into account local
variance decrease following measurements, prior to taking
them. Following, [10], we select a set of samples during each
iteration of the algorithm using the estimated mean and the
known variance from the past iteration and solve a traveling
salesmen problem approximately to plan paths between the
set of new measurement sites chosen using the acquisition
function A.

1) Expected Variance Reduction (EVR): The EVR algo-
rithm is a purely exploratory approach, selecting sampling
points where the variance of the Gaussian process estimate
is highest: i.e.

xt = arg max
x∈X

σ(t−1)(x).

2) Upper Confidence Bound (UCB): The UCB palpation
algorithm balances exploration, i.e. prioritizing areas with
high uncertainty (high GP variance σ ) and areas where the
expected stiffness is high (high GP mean µ):

xt = arg max
x∈X

γ ∗µt−1(x)+(1− γ)σt−1(x).

Prioritizing high stiffness areas guides sampling toward re-
gions that are likely to be tumor vs. surrounding tissue, and
prioritizing high variance regions prioritizing sampling where
the confidence bound is very large (there is high uncertainty
in the stiffness estimate).

3) Implicit Level Set Upper Confidence Bound (ILS-
UCB): The ILS-UCB algorithm trades off between explo-
ration and exploitation. Rather than seeking to maximize the
mean, however, ILS-UCB prioritizes sampling in areas near
a level set of the mean represented by the Gaussian process
implicit surface, i.e. to minimize the implicit potential de-
fined by µt−1(x)−ht−1, and where the confidence interval is
large:

xt = arg max
x∈X

(1− γ)σt−1(x)− γ ∗ |µt−1(x)−ht−1| .

The level set ht−1 is not assumed a priori, but is a
percentage α of the current estimated mean: ht−1 =
α (maxµt−1(x)−minµt−1(x)). Note that the second term in
the equation above is negative, as we are trying to sample in
locations where the distance to the level set is minimized.

An implicit level set representation means that we pri-
oritize searching the expected tumor boundary, conditional
on estimate uncertainty, and do not seek to precisely learn
a stiffness map of the entire workspace. Our hypothesis
is that by reducing the estimation space to specifically
localize the tumor boundary, we can reduce the total number
of measurements–and consequently the time–required to
achieve an estimate of the boundary.

VI. SIMULATION EXPERIMENTS

We compare the three palpation algorithms described in
Section V in simulation for boundary estimation of two
phantoms with known tumor geometry: 1) a circular disk
(area 1.23cm2) and 2) a horseshoe (area 1.26cm2). The

search space is a 2.5×5 cm region. For selection of sampling
points, the search area was discretized into a 200 × 200
grid (40,000 points), and γ for the UCB and ILS-UCB
algorithms was chosen to be 0.5, which empirically balanced
exploration and exploration well for this application. We use
Python package GPy [24] for implementing Gaussian process
regression.

We evaluate performance of all three palpation algorithms
varying two possible noise sources: additive measurement
noise (σ ), and systematic measurement bias (β ). The lat-
ter arises when, for example, unmodeled deviations in the
palpation surface lead to systematic error in the stiffness
measurements due to non-constant probe indentation.

Measurements are simulated using a sigmoidal model,
which approximates the probe measurements made using
our a customized sensor, PALP, as presented in our prior
work [17],

Y (x) = Ymin +
Ymax−Ymin

1+ e−k(x−C) +δ +βx1(Ymax−Ymin), (4)

where k represents the slope, Ymin and Ymax the maximum
and minimum measurements, and (x− C) is the distance
between points x and the closest point on the tumor boundary.
Additive measurement noise is drawn from δ ∼ N (0,σ),
and measurement bias βx1(Ymax −Ymin) that increases lin-
early from 0 along one dimension x1 (vertical dimension in
Figure 3), proportional to a bias constant β .

Table I shows the final boundary error for each palpation
algorithm and phantom. Each value is the symmetric differ-
ence error between the estimated boundary (α is the 50%
level set of the mean) and the ground truth tumor boundary,
as a percentage of the search area, averaged over five trials.
Measurement noise (σ ) levels are shown as a percentage of
the difference between the simulated measurement maximum
and minimum. Measurement bias constant β is shown as
a percentage of the difference between the measurement
maximum and minimum.

TABLE I: Simulation: Symmetric Difference of Boundary estimate
from the Ground Truth with varying levels of measurement noise
and bias in the measurement function (see eq(4)) for each of the
three probing algorithms. We use two different tumor models, a
circular disk shaped tumor (#1) and a horse-shoe shaped tumor
(#2). The error is reported as a percentage of the search space area
after 10 iterations (with a batch size of 10, i.e. 100 measurements)
and is averaged over five trials in each case. We note that using the
ILS-UCB palpation algorithm outperforms other algorithm in most
cases and achieves up to 10x reduction in error.

Variance
(σ )

Tumor#1 Circular Disk Tumor#2 Horse-Shoe
EVR UCB ILS-UCB EVR UCB ILS-UCB

1 % 0.840 0.567 0.056 1.467 1.001 0.175
5 % 0.807 0.672 0.177 1.525 1.256 0.373
10 % 1.189 0.951 0.393 2.155 2.135 0.749
25 % 2.610 2.870 1.314 3.987 5.116 2.210

Bias (β ) Tumor#1 Circular Disk Tumor#2 Horse-Shoe
EVR UCB ILS-UCB EVR UCB ILS-UCB

1% 0.759 0.573 0.060 1.255 1.093 0.141
5% 0.667 0.818 0.267 1.460 1.186 0.305
10% 5.064 5.085 3.906 4.212 4.881 3.234
100% 11.084 10.818 9.810 10.084 10.085 10.091
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(a) noise=1%, bias=0 (b) noise=25%, bias=0 (c) noise=1%, bias=100

Fig. 3: Estimated stiffness maps and boundary estimates for simulated experiments after 10 iterations (of batch size 10, i.e. 100
measurements) using the ILS-UCB algorithm, for different noise levels and measurement bias. Regions in blue denote surrounding
tissue with lower stiffness and regions in red denote higher stiffness.

Figure 3 shows three cases of varying noise and bias levels
with corresponding stiffness mean and estimated boundary,
for both tumors. Figure 4 shows the error for the horse-shoe
tumor (tumor 2) as a function of iterations, at two mea-
surement noise values, for all three algorithms. Performance
for all three algorithms degrades with increasing noise and
measurement bias, and all three algorithms have similarly
high error for the highest noise and bias cases.; final error is
up to 10% smaller, however, using the ILS-UCB algorithm.

VII. PHYSICAL EXPERIMENTS

In this section we present a preliminary demonstration
of tumor localization on a physical phantom similar to the
simulated phantoms, using the dVRK robot.
dVRK: Hardware and Software. We use the Intuitive Sur-
gical da Vinci Research Kit (dVRK) surgical robot assistant
with the 8 mm Needle Drivers, as in [18, 23]. We interface
with the dVRK using open-source electronics and software
developed by WPI and Johns Hopkins University [14]. The
software system is integrated with ROS and allows direct
robot pose control.
Soft Tissue Phantoms. Tumor phantoms were molded from
silicone rubber (thickness 4.5 mm; Shore hardness 30A), and
are placed in a 100 mm long, 50 mm wide, 20 mm deep
mold and filled with a softer silicone rubber Ecoflex 00-
20 (Smooth-On) as subcutaneous tissue. An opaque dermal
phantom of 1 mm thickness was created using a stiffer
(shore hardness 2A) DragonSkin 10 Medium silicone rubber

(Smooth-On). The dermal phantom was overlaid on the
subcutaneous phantom to create the final tissue phantom
setup as shown in Figure 1.

Stiffness measurement with Palpation Probe. The physical
experiments in this study use a customized sensor, PALP,
as presented in our prior work [17]. PALP is a low-cost
and disposable palpation device designed to fit on a DVRK
classic tool-tip and pass through an RMIS trocar port.
The PALP probe uses a displacement-based contact sensing
mechanism. A spherical indenter of 4.5 mm diameter allows
point and sliding palpation. The end-effector of the probe
has a known spring constant and uses Hall Effect sensing
to calculate indentation force by measuring displacement of
magnets affixed to the end-effector. The probe-tip displace-
ment (δp) relative to the body of the device (measured by an
incremental Hall Effect magnetic encoder) can be linearly
related to a tissue reaction force (F) using Hooke’s Law
(F = kδp), where k is the spring constant (k = 0.08 N/mm).
The sensor provides estimated stiffness values using inverse
calculations as in work by Yu et al. [29].The probe can sense
stiffness difference for tumors embedded up to a depth d = 8
mm as shown empirically in [17].

Tumor Localization. We demonstrate the performance of
tumor localization using the ILS-UCB algorithm, which out-
performed other methods in simulation in terms of robustness
to noise. We perform the localization experiment on the
horseshoe-shaped tumor. At each iteration, the probe scans
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Fig. 4: Simulation Experiments: Convergence of the symmetric
difference error (as % of search space area) for palpation algorithms
as a function of iteration for two different levels of measurement
noise, using a horseshoe shaped tumor in simulation. As the noise
increases, there is randomized exploration which results in non-
smooth convergence curves in the right graph.

the surface between the selected points, continuously collect-
ing measurements. In the interest of reducing computation
time, scanning trajectories on the robot were computed by in-
terpolating between the points selected based on the sampling
criterion. Selected points were ordered by approximately
solving a Travelling salesman problem at each iteration.
Measurements collected between the selected points were
incorporated in the GP update (this differs from the simu-
lation experiments, which did not incorporate measurements
in between selected points). Future work will explore direct
trajectory optimization with respect to the sampling criterion.

The robot moves at a speed of 5mm/s and measurements
are collected at a rate of 1 sample/mm. 10 iterations on the
robot, including computation and scan time, was completed
in 3:07 minutes (averaged across 5 runs). As a comparison,
performing a continuous raster scan using the robot at a rate
of 5mm/s, with 2.0mm between rows (27800 samples total),
takes 12 minutes.

Figure 5 shows a visual comparison of the tumor boundary
estimation on dVRK. Figure 5(a) shows a top-down view of
the custom molded rubberized tumor (blue) embedded in a
silicone matrix (white). Figure 5(b) shows the estimate of the
mean stiffness obtained after 10 iterations (in batches of 10)
of our localization algorithm with ILS-UCB as the palpation
algorithm. We use 50% level set of the mean estimate as the
tumor boundary (α = 0.5) which is indicated as a black line
on the image.

VIII. DISCUSSION AND FUTURE WORK

We study the problem of tumor boundary estimation for
robot-assisted minimally invasive surgery. We propose an
algorithm for autonomous tumor localization using palpation
based on Gaussian process adaptive sampling along implicit
curves defined by stiffness measurements. The simulation
results show that our algorithm can achieve up to a 10x
reduction in error in boundary estimate. We have also demon-
strated our algorithm on a physical system implemented with
a displacement based palpation probe on a da Vinci Research
kit (dVRK) and we observe that algorithmic search along

Fig. 5: Tumor boundary estimation on physical system using ILS-
UCB with the PALP probe mounted on the dVRK. (a) The picture
shows a custom molded rubberized tumor (blue) embedded in
a silicone matrix (white). (b) The image shows our algorithm’s
estimate of the tumor with the estimate of the boundary mean shown
in black contour line obtained after 10 iterations of our localization
algorithm with a total of 100 measurements/

implicit curves is on average 4x faster that uniform raster
scanning.

A limitation of the proposed adaptive sampling method for
tumor localization is that an accurate estimate of the surface
geometry is required for automating haptic sensing. While
using pressure or force-based haptic measurement devices
such as PALP, controlling the applied force is critical in
interpreting measurements and requires surface map which
is difficult to reliably obtain. Maintaining a constant inden-
tation and performing measurements along surface normals
is necessary for a correct estimate of sub-surface stiffness,
and by extension, of the tumor boundary. In the experiments
presented in Section VI, we assume the palpation surface is
planar, and known a-priori. But as observed in Figure 3(c),
if the surface is slightly tilted in an unknown manner, the
resulting estimates are subject to high error levels. Future
work will focus on extending methods in this paper to bound-
ary estimation on unknown, non-planar phantoms, combining
surface estimation with stiffness estimation.

Details and supplementary material available at: berke-
leyautomation.github.io/gpas
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